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Self-contained, freely-drifting Swallow floats capable of recording ambient ocean noise
in the 1 to 25 Hz band have been designed, built and deployed by the Marine Physical Labora-
tory, Scripps Institution of Oceanography, University of California, San Diego, California. The
buoys are ballasted to neutral buoyancy at midwater depth where they record the components
of particle velocity from which sound pressure levels may be derived. Float positions are
estimated using an 8 kHz acoustic ranging system and a Kalman tracking filter. Individual
float times series are then combined to obtain passive, directional acoustic measurements from 1
to 25 Hz which are not contaminated by flow noise or tether strumming.

The float localization and beamforming techniques are illustrated using measurements
from a September 1986 Swallow float experiment conducted approximately 50 miles west of San
Diego, California. A distant target of opportunity (apparently a surface ship) provides six spec-
tral lines between 9 and 22.5 Hz which are tracked for about 90 minutes. The complex bathy-
metry of the experiment site complicates signal propagation, but the signal level in the beam-
former output indicates that the element time series are being properly combined.
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1. Introduction

Under Office of Naval Research sponsorship, the Marine Physical Laboratory has
designed, built and deployed a set of 12 acoustic sensors which are neutrally buoyant and drift
freely when deployed in the ocean. The sensors are called Swallow floats after J. C. Swallow
who used freely-drifted floats to measure deep ocean currents.1 The MPL Swallow floats also
drift freely, but are used to measure acoustic energy in the very low frequency (VLF) band,
which is generally defined as 1 to 20 Hz.

The Swallow floats are designed to operate without tethers so that their measurements
are not contaminated by tether strumming noise and so that they drift with the ocean current
and are not subject to flow noise. Each float possesses an 8 kHz acoustic transducer for measur-
ing interfloat and float-to-surface travel times. The travel times may be used to estimate time-
varying, relative float positions. Several floats deployed in the same general area form a freely-
drifting, randomly-spaced array whose acoustic measurements may be combined, or beamformed.

The MPL Swallow floats have been deployed several times annually since 1982 as part
of the system development process. In terms of analyzing and interpreting Swallow float meas-
urements, single float measurements of ambient ocean noise have been shown to be consistent,
with other, similar measurements found in the literature. 2 This thesis describes how float posi-
tions are estimated from interfloat travel time measurements, and demonstrates the correct way
to beamform signals from the directional geophones. The localization and beamforming pro-
cedures are illustrated using measurements from a September 1986 Swallow float experiment
conducted approximately 50 miles west of San Diego, California.

2. Swallow Float System Description

A number of articles have been published to date providing details of the Swallow float

hardware and operation. 3 "15 Reference (6] is probably the most complete system description.
The intent here is to provide sufficient detail to enable the reader to understand the results
which follow.

As illustrated in Figure 2.1, the Swallow float system consists of a 17 inch (0.432 meter)
diameter, 9/16 inch (14.3 mn) thick glass sphere which contains

* 3 orthogonally-oriented velocity sensors, known as geophones;

* a control processor unit and electronic circuitry to condition, sample and
record the geophone signal, and to control other float activities such as ballast
release;

0 a compass which measures the direction of the y axis geophone relative to
magnetic north;

* a solid state memory buffer and a digital cartridge tape recorder;

* a battery pack power supply.

External to the sphere are

* an 8 kllz acoustic transducer for transmitting and receiving ranging signals;

* an optical flasher and a radio beacon used to locate the float when it is on the
surface;

1
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* expendable ballast and a ballast release mechanism;

* a plastic hardhat which protects the glass sphere.

In operation the floats are lowered into the water from the deck of a ship after which
they sink to a preset depth and operate autonomously. They are ballasted to neutral buoyancy
at a particular depth, or in some cases, to sink to the ocean bottom. Recent experimens have
utilized 3 floats positioned on the ocean bottom to provide a stationary coordinate system
within which the remaining floats can be localized. Upon command from the surface, or failing
to receive that command, according to a preset timer, the floats release a portion of their bal-
last and ascend to the surface.

While deployed, each float samples and internally records signals from the 3 geophones,
the compass, and the 8 kHz range pulse detection circuit. The floats divide time into 45 second
records consisting of 44 seconds during which data are sampled and stored in the buffer and 1
second during which the buffer contents are written to tape. No geophone data are sampled
during the 1 second buffer dump. Appendix 1 of Reference 113j contains a detailed description of
the conditioning applied to the geophone signal. Briefly, the geophones produce a signal propor-
tional to their velocity, which is then amplified, low-pass filtered, and sampled at 50 Hz. Float
data storage capacity is limited to 17 Mbytes, which corresponds to about 25 hours of opera-
tion.

Once a float has surfaced and been retrieved, its data tape is extracted and read. The
8 kHz acoustic pulse arrival times provide interfloat and float-to-surface travel time measure-
ments which may be used to determine the float positions. Geophone signals provide float velo-
city measurements from which acoustic pressure may be estimated. Float compass heading
measurements are made because the geophones are directional sensors and we must know the
direction in which they were pointed when the measurements were made.

3. September 1986 Experiment

Data presented in this thesis were acquired between 16 and 19 September 1986,
approximately 50 miles west of San Diego, California and approximately 20 miles southeast of
San Clemente Island (320 35' N, 118' 10' W). Figure 3.1 shows the location of the deployment
site. A detailed look at individual float data from this experiment is contained in Reference [9].
This Chapter contains a summary of [9) and some additional information necessary to localize
the floats and beamform their outputs.

3.1. Experiment Summary

The experiment began on Tuesday, 16 September 1986, when 6 MPL personnel with 12
Swallow floats sailed from the University of California's Nimitz Marine Facility in San Diego
aboard the 110' chartered vessel Scorpius. The experiment site was the northwest corner of San
Clemente Basin, where the water depth is about 1000 fathoms (about 2000 meters). Three of
the floats (0, 1, and 2) were ballasted to descend to the ocean bottom. The remainder were bal-
lasted for neutral buoyancy at 1000 meters depth. The experiment was scheduled to begin on
the morning of 17 September and to last about 24 hours. Inside each buoy, the backup ballast
release timers had been set to release on 19 September.

Figure 3.2 shows the bottom elevation contours in the vicinity of the experiment site.
San Clemente Basin is bounded to the east by a series of underwater cliffs which lead up to very

3
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shallow water, less that 100 meters deep in some places. The Basin is bounded to the north by
upward sloping ground which rises to Sain Clemente Island. To the west and south, the bottom
slopes upward more gradually.

The Scorpiu8 arrived on station early on the 17 . The floats were checked out and
found to be operating satisfactorily. They were initialized synchronously at 0515, and by 1000
all 12 floats had been deployed. Floats 6, 7, 8 and 11 encountered problems and had to be
dropped from the experiment. Figure 3.3 (taken from Figure 1.3 of [91) shows where the floats
were put in the water and later recovered.

Scorpius remained in thz general vicinity of the experiment site throughout the day on
the 17A, and in the evening sailed to San Clemente Island, where she was anchored for the
night. The ship got underway again at 0.100 on the 181A and arrived at the experiment site at
about 0630. The day was spent recalling and recovering floats one at a time. By 1600 the last
float was aboard and the ship sailed for San Diego.

3.2. Acoustic Range Data

Acoustic range pulses transmitted by a float are reflected by the surface and received
by that same float. Figure 3.4, taken from Figure 111.12 of [91, shows float 10's surface echoes.
The vertical axis has been scaled from round trip travel time to depth using one-half the sound
speed, approximately 750 meters/second. The horizontal axis is elapsed deployment time. The
echoes from the surface descend gradually from the left and level off at about 1000 meters
depth. The echoes from the ocean bottom rise from the left and obscure the surface bounce
pulse arrival between records 1000 and 1150. This establishes record 1150 as the first record
where we car, begin to localize the floats. Table 3.1 shows the depths to which the floats
deployed based upon their surface echo data.

Figure 3.5, taken from Figure IV.lc of [)], shows float O's record of pulses received from
float 3 (freely-drifting float to bottomed float). The short dashes extending across the page are
the direct path pulse (10 msec, or 150 meters long) and the longer dashes are the surface bounce
arrivals. Scattering by the rough sea surface is thought to be responsible for the extended dura-
tion of the surface bounce arrivals. The direct and surface bounce arrivals come together
quickly beginning about record 1900, marking float 3's ballast release and ascent to the surface
and also indicating the end of the period during which we may localize the floats.

Direct path acoustic range pulses are clearly visible between all pairs of floats except
between the bottomed floats. The upward refracting sound speed gradient apparently caused
severe attenuation of direct path transmission between the bottomed floats. However, the sur-
face bounce path is clearly visible for these floats. Figure 3.6, taken from Figure IV.Ib of [91,
shows the arrival of pulses transmitted by float, 2, reflected by the surface, and received by float
0.

Distinct pulse arrival times are seen for all pairs of floats and the surface echoes
between records 1150 and 1870. The positions of the floats during this interval will be
estimated in Chapter 4.

3.. AGC Level and Float Heading
Reference [9] contains plots of automatic gain control (AGC) level and float compass

heading for each float during the deployment. One such plot, for float 3, is presented in Figure
3.7. The AGC indicates the amount of gain applied to the geophone signals. It is programmed
to increase as signal decreases, and vice versa, in order to optimize the dynamic range of the
analog to digital converter (ADC). The AGC level is thus inversely proportional to, and a
rough measure of, geophone signal level. In Figure 3.7, the AGC level is zero during the float's
descent because of the descent motion, and higher thereafter once the float's depth becomes
stable. The drop ir. AGC level between records 1400 and 1600 was caused by high level signals
received from a passing ship.

6
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Table 3.1: Deployment Depths
Float Depth, meters

0 2010 (bottom)
1 1820 (bottom)
2 1900 (bottom)
3 960
4 1040
5 1060
9 800

10 990

Float compass heading is the direction of the y axis geophone, measured clockwise from
magnetic north. The compass heading trace in Figure 3.7 shows that float 3 was on the deck of
the ship until about record 200, that it rotated as it descended between records 200 and 750,
and that its depth (and to a large degree, its heading) stabilized after about record 750.

3.4. Geophone Data

As a first step in evaluating Swallow float geophone data, the rms power in 5 second
segments is computed. The resulting power series, which are shown in [9], show gross signal
characteristics. One such plot, for records 1750 through 1980 from float 5, is shown in Figure
3.8. The power series showed that three of the floats (0, 2 and 4) had connector problems which
grounded one geophone channel. This was not a problem in the case of floats 0 and 2, since
they were tethered to the bottom and their geophone signals are almost entirely clipped due to
motion from tether strumming. For float 4, however, it meant that the float could not be used
in the beamforming.

A problem discussed in [9] is the presence of strong oscillatory signals at the start of
each record which decay exponentially. These signals are attributed to mechanical oscillation
of the float, apparently excited by the internal tape recorder when it cycles on and off between
records. They can cause velocity data to be clipped for up to 8 seconds at the beginning of the
record, obscuring the ambient ocean noise signal and reducing the dynamic range with which
the ambient ocean noise is measured during the remainder of the record.

Since the September 1986 deployment, the Swallow floats have been modified to elim-
inate or greatly attenuate mechanical vibrations. It was also desirable to remove these signals
from the 1986 data set to permit its further use. Reference 110) derives a method of removing or
significantly reducing resonant oscillation present in data, which may be applied if certain con-
ditions are met. The method is shown to be effective on the 1986 deployment data set and was
applied to data from floats 3, 9, and 10 before continuing with the analysis.

A related problem, which is addressed separately in Reference [II], is resonant float
oscillation at frequencies below 0.6 lIz. Oscillation at these frequencies appears to consist of an
irregular rocking or wobble which is strongly excited as the floats descend, weakly but con-
sistently excited by the tape recorder at the start of each record, and occasionally excited by
the receipt of strong acoustic pulses. We are not directly concerned with this problem here
because it is below the band of immediate interest.

The focus of the beamforming in Chapter 5 will be on records 1760 through 1870,
which is the last 110 records, or 82.5 minutes, of the period during which the float positions will
be estimated in Chapter 4. This portion of the data record was chosen with the hope of seeing
propulsion tonals from Scorpius as she steamed down from San Clemente Island early on the
morning of 18 September. Since both engines were running at 1750 rpm and the reduction gear

12
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ratio is known to be 3.8:1, the shaft rate may be expected to be

f =I 70 ngie ev. mn.)- I 1 min. 76Hz (3.1)
fsaft re = (1750 engine rev./mi.) 3.8 engine rev./shaft rev. 60 sec J = 7.67 Hz

The propeller has 4 blades to that the blade pass rate is 30.7 liz. which is out of band.

Appendix A contains plots of some of the time series from the selected period and
Appendix B contains the corresponding spectra. Data from floats 3, 9 and 10 have been pro-
cessed as described in Reference [101 to remove resonant mechanical oscillation signals excited
by the tape recorder turning on and off. A 2018 point (40.96 second) FFT was used in Appendix
B, and data were windowed with a Kaiser-Bessel window (a = 2.5). Only positive frequencies
are shown. Reference 121 discussed calibrating the spectra.

Several spectral lines are visible in all the records. A tone is seen at 6.7 Hz in some
records, which may be Scorpius's shaft rate, but there are other spectral lines at much higher
levels. A set of lines at 9, 13.5, 18 and 22.5 tlz are harmonically related, although the funda-
mental frequency, 4.5 lz, is absent. Two other lines, at 10.3 and 12.2 Hz, are also prominent.

Figure 3.9 shows how the frequencies of these lines vary with time. The plots were
made by searching a small part of the spectrum near each frequency for the exact bin at which
the peak occurs. Note that the frequency of the lines at approximately 9 and 13.5 Hz slowly
decreases during the 110 record interval. All the floats record rather abrupt shifts in these fre-
quencies near records 1850 and 1865, and in the 9 lz line only, near record 1808. These abrupt
frequency shifts also occur in the lines at approximately 18 Hz and 22.5 iz, indicating that the
9, 13.5, 18 and 22.5 Hz lines are all harmonically related. The 10.3 and 12.2 Hz lines are stable
throughout the interval, indicating that they are not harmonically related to the other lines.

"'he source of all of the lines is assumed to be a single surface ship. It will become
apparent in Chapter 5 that all of the lines arrive from approximately the same bearing. The 9
Hz and harmonics line set is thought to be propulsion related because the fundamental fre-
quency (4.5 1tz) is normal for a merchant ship blade pass frequency and is usually accompanied
by strong harmonics. 16 The reason for the absence of the fundamental is hypothesized in
Chapter 6. The 10.3 and 12.2 Hz lines are likely to be auxiliary machinery tones.

Figure 3.10 shows the level of the 9 Hz line, which rises by about 10 dB during the
int.erv'l. The levels of the other lines are not shown here, but they decrease or remain approxi-
mately constant during the interval. Thus nothing about the range to the source can be con-
cluded. H|owever, the transmission losses are apparently different for different frequencies
emanating from the same source.

Figure 3.11 shows the vertical angle of arrival for the 9, 10.3, 12.2, and 13.5 Hz signals
during the interval. The arrival angle was obtained by comparing the horizontal and vertical
spectral levels. For a particular frequency and during any one record, the arrival angle is
different at each float. Also, for a particular float and during any one record, the arrival angle
is different at each frequency. This indicates that the sound field is far from homogeneous, and
that sound is not propagating across the Swallow float array as plane waves. The beamforming
results of Chapter 5 will be more understandable in light of Figure 3.11.

3.5. Sound Speed Profile
The sound speed profile for the upper 500 meters was obtained from temperature meas-

urements made by the California Cooperative Oceanic Fisheries Investigations (CalCOFI) Cruise
8609 on 19 September 1986 at (32 *30.9' N, 118* 13.31 W), 17 which is within a few miles of the
deployment site. Historical data archived by the National Oceanographic Data Center were
used for salinity in the upper 500 meters and temperature and salinity in the lower 1500
meters. 18 Using the equation given by Mackenzie, 19 the composite sound speed profile shown in
Figure 3.12 was calculated.
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4. Swallow Float Localization

In this Chapter, the time-varying locations of the Swallow floats are estimated for
. records 1150 to 1870 of the September 1986 experiment. The rms position error is also

estimated. The goal of the localization is to obtain a position estimate with an rms error of less
than X/10 at the highesit frequency of interest, since theory predicts that beamforming result~s
will be degraded by less than I dB3 if this condition is met.20 Since the highest frequency of
interest is 20 Hz, the condition to be satisfied is

rms position error < 10 - 10L - 1500 n/se - 7.5 meters(41

4.1. Theoretical Development and Simulation Results

Aspects of the localization problem are addressed in an MPL Tfechnical Memorandum2 1

and in a Journal of Oceanic Engineering (JOE) submission, 22 the latter of which is included here
as Appendix C. The earlier results are summarized below and extended in subsequent subsec-
tions.
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4.1.1. Summary of Previous Results

Reference (211 describes how interfloat travel times and travel time error variance are
obtained from the acoustic range data. Briefly, the pulse arrival times are detected, and the
pulse transmit time subtracted from them, to obtain measurements of the travel time between
each float pair and between each float and the surface. Only one float transmits during each
record, so a particular travel time measurement is made at N record intervals, where N is the
number of floats. The travel time measurements must be interpolated to obtain a measurement
for each record. Reciprocal path measurements are then averaged to obtain travel time esti-
mates. The difference between the reciprocal path measurements is used to estimate the travel
time error, as shown in [211. A diagram showing the processing steps may be found in Figure 4
of Appendix C.

Two methods are derived in Appendix C for estimating float positions from travel time
and travel time error estimates:

* A generalized least squares filter which estimates current position using the current
set of travel time measurements. The filter uses only that set of measurements
and an estimate of the rms measurement error.

" A Kalman filter which estimates current position by weighting the current set of
measurements against the previous position estimate propagated forward in time.
Position estimates are propagated forward in time using equations of motion for
the floats. The filter must also be supplied with estimates of the rms measurement
error and float accelerations.

Simulations are employed in Appendix C to test the filters under a variety of deploy-
ment geometries and noise conditions. Four simulation deployment geometries are shown in Fig-
ure 6 of Appendix C. Filter performance is evaluated for four combinations of process and
measurement noise. Process noise parameterizes how erratically the floats move between travel
time measurements, and measurement noise is the error in the travel time measurements. For
the simulations, float accelerations were modeled as normally distributed white noise, and pro-
cess noise is actually the variance of the acceleration used in the simulation.

Cases 1, 2 , 6 and 7 test the most frequently used Swallow float deployment geometry
in which 3 floats are deployed to the ocean bottom and the remainder in a planar array some-
where in the water column. Case 1 uses low process and measurement noise in order to estab-
lish the baseline for evaluating how the filters respond to increased noise or other deployment
geometries. Cases 2, 6, and 7 test the filters' performance when the process and measurement
noise are increased. The rms measurement noise is raised by a factor of 2 in Cases 2 and 7, and
the rms process noise is raised by a factor of about 100 in Cases 6 and 7.

Both the process and measurement noise are low in Cases 3, 4 and 5. Case 3 tests the
filters' performance when the mid-water column floats drift out of the net formed by the bot-
tomed floats. The bottomed floats are the same as in Case 1, but the planar array is now out-
side the triangle formed by the bottomed floats. Case 4 tests the effect of one of the bottomed
floats failing. The remaining bottomed floats and planar array are the same as in Case 1. Case
5 tests the effect of deploying the mid-water column floats in a vertical line array rather than a
planar array. The three bottomed floats were put at about 4000 meters depth and 5 other
floats spaced between 700 and 2200 meters depth. The simulation cases are summarized in
Table 4.1.

The coordinate system for the localization is shown in Figure 4.1. The origin is fixed at
the surface directly above one of the bottomed floats. This fixes the location of the Z axis. The
horizontal axes are then rotated until a second bottomed float lies in the XZ plane.

The results of the simulations are shown in Figures 7 and 8 of Appendix C. Figure 7
compares the results of Cases 1, 2, 6 and 7 and shows the effects of increased process and meas-
urement noise. The horizontal axis is process noise and the vertical axis is rms position error.
The two lower lines show the results when the measurement noise is low, and the upper two
when the measurement noise is high. The dotted lines, which depict the least squares filter
results, are parallel to the horizontal axis because the filter is insensitive to the level of process
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Table 4.1. Float Location Simulations.

Case j Process Noise Measurement Noise Tests the Effect of:

1 low low filter performance baseline
2 low high increased measurement noise
7 high low increased process noise
6 high high increased process and measurement noise
3 low low large array drift
4 low low losing a bottomed float
5 low low vertical line array

noise. The filter processes one set of measurements at a time and is not affected by what hap-
pens to the floats between measurements.

We see that the error in the Kalman filter estimate is smaller than that in the least
squares estimate as long as the process noise is low. This is because the Kalman filter tracks
the floats' motion when the process noise is low. As the process noise is increased, the Kalmaan
filter is less able to maintain a track and the error in its position estimate increases. At
sufficiently high process noise, the two filters perform comparably. The effect of increasing the
measurement error is to increase the error in the output of both filters.

Figure 8 compares the results of Cases 1, 3, 4 arid 5 which show the effect of different
float deployment geometries on the filters' performince. The Kalman filter performs somewhat
better than the least squares filter in all of the deployment geometries simulated. Since these
simulations were conducted with low process noise, the performance differential is probably due
to the tracking capability of the Kaiman filter.

There remain three issues which must be addressed prior to applying the Kalman and
least squares filters to experimental data. They are:

* obtaining a good initial estimate of float positions and velocities,
0 determining the relationship between actual position error and the error esti-

mates produced by the filters;
* determining how error in the sound speed estimate impacts the performance of

both filters;

These issues are discussed below.

4.1.2. Obtaining Good Initial Position and Velocity Estimates
Both filters require a good initial estimate of the float positions and velocities in order

perform well. Their respective responses to bad initial estimates, which are discussed below,
include becoming stuck at a bad position estimate, -lowly converging to a good position esti-
mate, and no effect at all. Nearly perfect initial estimates of the floats' initial positions and
velocities were used in the simulations presented in Appendix C in order to isolate the effects of
changes in process noise, measurement noise, and deployment geometry. In this Section, a
method is developed for obtaining sufficiently good initial estimates of float positions and veloci-
ties to enable both filters to produce good position estimates beginning almost immediately.

The filter's perform differently when given poor initial estimates. A really bad initial
estimate can cause the least squares filter to converge to, and remain stuck at, the wrong
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Figure 4.1 Coordinate system for the Swallow float localization

position. This position is called a local minimum because it is a local minimum in the loss func-
tion, but not the global minimum (see Equation 3.9 of Appendix C). However, if we provide the
least squares filter with only a moderately poor initial estimate, so that it does not get stuck at
a local minimum, then its first position estimate will be very good. In terms of the estimate
error, a really bad initial estimate can result in a large initial error which remains large for sub-
sequent measurements. However, a moderately poor initial estimate will result in a small initial
error which remains small.

The Kalman filter's response to a poor initial estimate depends upon two other param-
eters, the estimated initial position error and the estimated initial velocity error, which are sup-
plied to the filter separately. If the estimated initial position error is large, then the filter relies
primarily on the measurement to estimate float positions. Likewise for the initial velocity error.
If the measurement is noisy, the filter's estimate may jump around considerably. The error in
the filter's estimate depends entirely upon the measurement error.

If the initial position and velocity error estimates are set small, the Kalman filter will
estimate float positions and velocities based upon the process and measurement noise estimates
which it has been given. If there was, in fact, error in the initial estimate, the filter will con-
verge very slowly to the correct position estimate. In terms of the estimate error, a bad initial
estimate causes a large initial error which slowly decreases. On the other hand, a good initial
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estimate results in a small initial error which stays small.

To summarize, the least squares filter may respond to a very bad initial estimate by
becoming stuck at a local minimum. However, it will converge immediately to a good position
estimate if the initial estimate is not too bad. The Kalman filter's response to a poor initial
estimate depends upon the values of the estimated initial position and velocity errors. If they
are large, the filter depends entirely upon the measurements. If they are small, the filter will
slowly converge to the correct position estimate.

Good initial estimates can be obtained by taking advantage of the strengths of both
filters. The following procedure was found to work well in simulations:

(1) Starting with arbitrary initial float position and velocity estimates and large
values for the estimated initial position and velocity errors, the Kalman filter
is run on the first 2 to 4 measurements. Using the filter's estimates after the
last measurement as the new initial estimates, the filter is again run on the
same set of measurements. This step is repeated, each time using the filter's
estimate at the end of the previous run as the starting point for the next run,
until the filter's position estimate stops changing much.

(2) Using the position estimate obtained in (1) above, the least squares filter is
run on the first measurement. This produces the best estimate of float posi-
tions for that measurement and becomes the initial position estimate for both
filters.

(3) Using the result of (2) as the initial position estimate, an arbitrary initial
velocity estimate, a small estimated initial position error and a large
estimated initial velocity error, the Kalman filter is again run on the first 2 to
4 measurements. The filter's position estimate does not change much but the
velocity estimate does. Using the filter's velocity estimate after the last meas-
urement, the filter is again run on the same set of measurements. This step is
repeated, each time using the filter's velocity estimate at the end of the previ-
ous run as the starting point for the next run, until the filter's velocity esti-
mate stops changing much.

4.1.3. Relationship Between Actual and Predicted Error and the Innovations Sequence

The performances of the Kalman and least squares filters are compared in Appendix C
on the basis of the rms error in their position estimates. However, both filters also estimate the
error in their output. We might ask the question "What is the relationship between the error
estimates produced by the filters and the actual position errors?" The answer to this question
will permit us to predict the estimate error with some confidence when we process experimental
data.

The least squares filter produces an estimate of the error (actually the mean magnitude
of the residual), which is defined in equation (3.25) of Appendix C. It is analogous to the mean
square difference between the measurement and position estimate, normalized by the number of
measurements.

The Kalman filter produces an estimate of the position error covariance, identified in
equation (4.29) of Appendix C. Also produced is the mean magnitude of the innovation, which is
a measure of the difference between the predicted float positions and the positions indicated by
the measurement, and is identified below equation (4.13) in Appendix C. The latter is similar to
the residual produced by the least squares filter.

The error estimates produced by the filters are now compared to the actual rms errors
for the simulations presented in Appendix C. Figure 4.2 compares the predicted and actual rms
error in the least squares filter result for the 7 Cases simulated. The filter's estimate of the
error comes quite close to the actual error in Cases 1, 2 and 7, where the deployment geometry
was normal and either or both the process and measurement noise were low. The actual and
estimated errors are higher in Cases 2 and 6 than in Cases I and 7 because the measurement
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noise is higher in Cases 2 and 6. The filter slightly underestimates the error in Case 6, when the
process and measurement noise are higher. Cases 3, 4, and 5 show that the filter underestimates
the error when the deployment geometry becomes less optimal. Under these circumstances the
error estimate is about a factor of 2 lower than the actual error.

2.0 I l i l i l
o - actual
x - predicted

0
o)L 1.5
* 0

0w xS x

1.0 0
L 0
L 0

XI X

x x x

0.0 -
1 2 3 4 5 6 7

Simulotion Cose

Figure 4.2 Predicted and actual rms error in the least squares filter results
for the seven simulated cases

Figures 4.3 and 4.4 compare the mean magnitude of the innovation and the predicted
and actual rms error obtained using the Kalman filter in the 4 Cases involving changes in pro-
cess and measurement noise. The vertical axes are rms error or mean innovation magnitude, in
meters. The horizontal axes are the estimate of process noise given to the filter as a parameter.
The process noise estimate is used to control the filter. It is denoted q and will be the subject of
considerable discussion below.

Each panel in Figures 4.3 and 4.4 contains 3 curves. The top curve is the mean inno-
vation magnitude and is indicated by I I I . The middle curve is the true rms error, and is
labeled e. The bottom curve is the estimate of the standard deviation of the error produced by
the filter and is labeled e .

The Cases shown in Figure 4.3 have low underlying process noise. The actual error is
bracketed by the innovation and the predicted error, and their relative values are approxi-
mately constant. The error in the estimate varies with q: as q is lowered, and the error
decreases, and vice versa. The lowest error is obtained by setting q very low.

Increasing the measurement noise increases the spacing between the 3 curves, as may
be seen by comparing the upper and lower plots in Figure 4.3.

The Cases shown in Figure 4.4 show the innovation and rms error when the underlying
process noise is high. When q is set large, the curves resemble the low process noise cases.
When q is set low, however, the innovation and actual error rise but the estimated error
remains low. This phenomenon is called divergence because the filter's estimate of position error
diverges from the true position error.
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Figures 4.3 and 4.4 show that the error in the Kalman filter estimate, the mean inno-
vation magnitude and the estimated error vary as a function of q, the estimate of process noise
given to the filter. Thus q is the parameter which is used to control the filter's performance.
The filter uses q to determine how much weight to give to its own track of the float positions,
relative to the measurements. When q is set high, indicating that the process noise is thought
to be high, the filter gives greater weight to the measurements and less to its own track of the
floats. In this case, the Kalman filter result approaches that of the least squares filter in that
the position error depends upon the measurement noise.

When q is set low, indicating that the process noise is thought to be low, the filter
gives greater weight to its own track of the floats and less to the new measurements coming in.
If the process noise really is low, the filter works fine. If the process noise is actually high, how-
ever, divergence can occur and the position error becomes large. This is seen when q 1014 in
Figure 4.4.

The optimal value of q, which minimizes the rms error in the filter's estimate, is readily
apparent in the simulations shown in Figures 4.3 and 4.4 because the true rms position error is
known. Figure 4.4, however, shows how to determine q when processing experiment data and
the true position error in unknown. The optimum value for q is seen to correspond to the
minimum mean innovation magnitude. This suggests that when experimental data are being
processed, the filter can be run several times using different values for q, and the optimum value
of q selected as the one which minimizes the innovation.

The error in the resulting position estimate will be bracketed by the mean magnitude
of the innovation and the estimated standard deviation of the error. A reasonable estimate for
the rms position error would be the average of the mean innovation and estimate of rms error.
A conservative estimate for the rms error would be the mean magnitude of the innovation.

4.1.4. Effect of Sound Speed Errors on Location Error

The simulations in Appendix C included travel time error but no sound speed error.
What remains is to (1) estimate the sound speed error and (2) determine its impact on the
filters' performance.

4.1.4.1. Sound Speed Errors

The sound speed estimate is usually based upon ocean temperature versus depth meas-
urements made at the experiment site using expendable bathythermographs (XBT's). The sound
speed profile is then calculated using historical values for salinity. There will be errors in the
sound speed profile and it will fluctuate somewhat during the experiment. Typical measure-
ments of maximum sound speed fluctuations reported in the literature are 0.75 and 1.0
m/sec.23,24

An estimate of the errors and variation found in typical sound speed estimates was
obtained using a series of 12 XBT measurements made during a 26 hour period by MPL person-
nel from FLIP during September 1987 at 35 N, 126 W, about 265 miles west of Point Concep-
tion, California. The standard deviation of the sound speed at a particular depth was just
under 0.6 meters/sec. This number is taken as representative of the rms sound speed error at a
particular depth for experiments lasting approximately 24 hours.

It is shown in Appendix C that the filters utilize the average sound speeds over the
paths separating each pair of floats. To calculate the average sound speeds, the sound speed
measurements are first used to develop a multi-layer ocean model with constant sound speed in
each layer. Then, for each float pair, the average sound speed is found from

N

c N d (4.2)
N d,

i 1 Ci
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where di and e, are the thickness and sound speed for the i" layer and the summation is over
all of the layers between the float pair.

Equation (4.2) is a good approximation so long as the the ray paths are approximately
straight. The Generic Sonar Model (GSM) ray tracing program25 was employed to determine if
that condition is satisfied during the September 1986 deployment. Interfloat travel times were
calculated for representative pairs of floats using the sound speed profile shown in Figure 3.12
and the approximate positions of the floats during the September 1986 experiment. The
effective sound speed was computed by dividing the geometric distances separating the floats by
the GSM-produced travel times. The average and effective sound speeds differed by less that 0.5
meters/see, indicating that equation (4.2) is a good approximation.

The rms error of the average sound speed C is a complicated function of the errors in
the sound speeds cj's. However, since (4.2) is essentially an average, and since the sound speed
errors are taken to be approximately mean zero, the error in the average sound speed would be
expected to be less than that in the sound speed for a particular layer.

4.1.4.2. Effect On Position Error

In Appendix C, the measurement noise is defined to be the error in the interfloat or
float to surface ranges, that is, to include the error made in measuring the travel time as well as
the error made in estimating the sound speed along the path over which the range pulse travels.
From equation (3.8) of Appendix C, the rms sound speed and measurement errors for floats i
and i are related according to

F,) = [fm)2 C+ (6,y 2  1 ]/2(43

where a, = 0.6 m/sec is the estimated rms error in the average sound speed, F is the average
sound speed estimate, i is the travel time estimate, a, is the rms travel time error estimate, and
o, is the rms measurement error. It is shown in [21] that the rms travel time error during the
September 1986 experiment is approximately 0.0013 seconds. Take the average sound speed to
be 1500 m/see. If the path length between floats i and j is approximately 3 kin, so that the
travel time is about 2 seconds, then the rms measurement error is

a", [(4 sec 2) (0.36 m2/sec 2) + (2.25 X 100 m 2/sec 2) (1.69 X 10- sec2)1

( 1.44 + 3.8)1/2 meters = 2.3 meters (r = 2 seconds) (4.4)

The second term, which involves the rms travel time error, is about twice as large. If the range
is increased to 7.5 kin, so that the travel time increases to 5 seconds, then

= (9 + 3.8)1/2 meters = 3.6 meters (r = 5 seconds) (4.5)

The first term now dominates and the rms measurement error is increased by about 2/3.

The effect of sound speed errors is to increase measurement noise, which we have seen
increases error in the filters' results. However, the increase in measurement noise is apparently
not significant except for the largest travel times. Since both filters accept estimates of the rms
sound speed and travel time error and use equation (3.8) of Appendix C to calculate measure-
ment error variance, they gives less weight to longer ranges and thus properly respond to sound
speed errors.
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4.2. Application to Experiment Data

September 1986 experiment acoustic range data between records 1150 and 1870 are
now applied to the least squares and Kalman filters. A coordinate system is established in
which the origin lies at the surface directly above float 0, and float 1 lies in the XZ plane. This
is shown in Figure 4.5. The Z axis is vertical and extends through float 0. The directions of the
X and Y axes relative to magnetic north are determined from Figure 3.3 to be approximately
280 and 190 respectively.

Magnetic
North

float 1II
x©

0
floats2

float 2 1190*

Y

Figure 4.5 Plan view of the coordinate system established for localizing
Swallow floats during the September 1986 experiment.

The processing steps shown in Figure 4 of Appendix C were followed to obtain travel
times estimates between each float pair and between each float and the surface. The rms travel
time error was also estimated for each pair and for the surface echoes. The average rms error is
found to be 1.3 msec.

The procedure described in Section 4.1.1 was used to obtain initial position and velo-
city estimates. Using an rms sound speed error of 0.6 m/sec, the travel times were applied to
the least squares and Kalman filters, and the results shown in the upper panel of Figure 4.6.
The mean innovation magnitude and predicted standard error produced by the Kalman filter
are labeled I I I and Ck, respectively. The mean error predicted by the least squares filter is
indicated by a dotted line and labeled i,.

The innovation magnitude and predicted rms error look much like the high process
noise plots in Figure 4.4, except shifted up and to the right. The right shift suggests that the
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process noise in the experiment data was higher than that used in the simulations, and the shift
up indicates likewise for th- measurement noise. However the rms travel time error found in the
experiment data (1.3 msec) is approximately equal to that used in the high measurement noise
simulations (1.4 msec). The shift up, then, is apparently due to sound speed errors in the experi-
mental data.

In order to match the experimental results more closely, another simulation was run in
which the rms process noise was increased by a factor of about 30 and the rms travel time error
increased from about 1.4 to 1.7 msec. The results are shown in the bottom panel of Figure 4.6,
labeled as in the upper panel except that ek and el. are the true rms errors in the estimates.
The Case 11 Kalman filter results are quite similar to the experimental results. The mean inno-
vation and predicted error have approximately the same shape and location in both plots. The
optimal value of q appears to be 10 -- for the experiment data and 10

- 0 for Case 11. The
difference between these two numbers could be a result of the order of the simulation model
being too low.

Based upon the mean innovation magnitude and predicted standard deviation of the
error, the ims error in the Kalman filter's position estimate for the September 1986 experiment
is estimated to be about 2.4 meters. It is certainly less than 3.5 meters. The rms difference
between the Kalman filter and the least squares position estimates was found to be about 3
meters. Based upon the error estimates produced by both filters, and given the apparent- high
process noise in the experimental data, it is impossible to determine whether one estimate is
better than the other. Both apparently satisfy the condition in (4.1). The Kalman filter posi-
tions were chosen for the beamforming in Chapter 5.

Plan views of the float positions as a function of time are shown in Figures 4.7 and 4.8.
The former shows all of the floats and the latter shows only the freely-drifting floats. It is
interesting to note that four of the floats (3, 4, 5 and 10) drifted in a generally counter-clockwise
direction, while float 9 drifted generally in a generally clockwise direction. According to Table
3.1, the four floats which drifted together all deployed to about 1000 meters depth, while float 9
deployed to about 800 meters depth.

All five of the floats drifted with an average speed of approximately 200 meters/hour,
which is about 0.1 kt or 5 cm/sec.

5. Beamforming With the Swallow Float Array

Having determined the float positions during the September 1986 experiment, the mid-
water column floats may now be treated as an array of sensors and their time series beam-
formed. In general, arrays of spatially separated sensors are employed in measuring a sound
field in order to determine its directionality, which is the direction from which sound is arriving.
This is the goal of beamforming with the Swallow floats.

Beamforming with an array of Swallow floats turns out to be considerably different
from beamforming with an array of omni-directional hydrophones. This is because each float
contains 3 orthogonally-oriented geophones, and each geophone's response depends upon the
angle between the source direction and the geophone axis. Simulations are used to demonstrate
differences between the results obtained using omni-directional and directional sensors. The
experimental results are thus interpretable, although the large array aperture and an inhomo-
geneous sound field cause them to be somewhat confusing.
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Figure 4.7 Kalman filter estimate of time-varying float positions between records 1150 and 1870
(approximately 9 hours duration) for the September 1986 experiment. Floats 0, 1 and 2 are
on the bottom; floats 3, 4, 5, 9 and 10 are freely-drifting. "0" marks the starting position.
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Figure 4.8 Kalman filter estimate of time-varying float positions between records 1150 and 1870
(approximately 9 hours duration) for the September 1986 experiment. Depths are approxi-
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marks the starting position. "+" marks 3 hour intervals.
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5.1. Theoretical Development and Simulation Results

The job of a time delay and sum beamformer is to combine array element signals to
produce beams which listen preferentially in particular directions, called look directions. For
each look direction, a set of delays must be calculated which, when applied to tile element time
series, cause signals arriving from that direction to be aligned in phase, or co-phased. The
amplitude of the sum of harmonic signals with the same phase is the sum of their amplitudes.
This is greater than the sum of harmonic signals which do not have the same phase.

Consider an array of sensors and one or more harmonic sources. Assume that all of the
sources are located far from the array so that wavefront curvature is minimal over the array
aperture. As defined in Figure 5.1, the azimuthal bearing from the array to the sour.e is meas-
ured counterclockwise from the X axis and denoted by 0.. The source elevation angle is meas-
ured from the horizontal and denoted 0,. If the array is excited by a complex exponential sig-
nal

8()= eiw (5.1)

whose bearing is 0., 0. from the array, then the beamformer output can be written

b(t) = br(61, 0, 0., 0.) • e i wt (5.2)

where the array bearing response br(01, 01, 0., 0.) is a complex quantity which contains the

amplitude and phase of the response.- 6 This is a useful notation because the bearing responses
of different sensors and arrays can be compared to each other without reference to the eiwt

term.

5.1.1. Single Element Arrays

Consider first a simple array composed of a single, omni-directional element. For sim-
plicity, start with a source which is in the XY plane (0, = 0) and constrain the look direction to
also lie in the XY plane (01 =0). Since the array contains only one sensor whose response does
not depend upon the direction to the source, the array bearing response does not depend upon
either the source or look direction azimuth angles.

br(Ol, 0,) = I (single omni-directional element) (5.3)

Now substitute a single geophone for the omni-directional sensor. The geophone's
response is directional, i.e. it depends upon the angle between its axis and the bearing to the
source. Denote the geophone azimuth angle relative to the array X axis as 0 H as shown in Fig-
ure 5.2, and set the geophone elevation angle OH equal to zero. The geophone bearing response
is

br(01 , 0.) = cos (OH - 0,) (single geophone) (5.4)

This is called a dipole response because it has the same form as the field of an electric dipole. 27

If the geophone axis is rotated until it is parallel to the X axis of the array, its bearing response
becomes

br(Oi, 0,) = cos (0,) (single geophone parallel to X axis) (5.5)
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Figure 5.1 Coordinate system used for beamiorming.
0 - azimuth angle in the XY plane

S- elevation angle out of the XY plane.

Each Swallow float contains three orthogonally-oriented, collocated geophones whose
axes are assumed for now to coincide with the X, Y and Z axes of the array. For the geophone
whose axis is parallel to the Y axis, 01, = 90 * and its bearing response is:

br(Ol, 0.) = cos (90 - 0,) =-sin (0.) (single geophone parallel to Y axis) (5.6)

Now consider an array of two, collocated geophones, one parallel to the X and the
other parallel to the Y axis, as shown in Figure 5.3. The array bearing response can be maxim-ized in the direction of the source by forming a time series for each look direction in which each
sensor signal is multiplied by the cosine of the angle between its axis and the look direction (the
took direction coeines).

ae ae a e fr ano wt thr X, n.d ophoe Cos t a y rhg owhose' axis is prlel I to th Y xi, H = anIt erngrsoss

br(91 ,~~~~~ 0.)01 =cs(0 .* 9)L (sil gophoe paOlle tgo Y axs (5.6
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Figure 5.2 Single geophone geometry.

Substituting (5.5) and (5.6) for the bearing responses of the individual geophones and using cos
(90 - 01) =sin (01)

0.) 1and Y axicLgophones cos (0.) cos (O) +sin (0,) -sin (O)

= cos (0, - 01) (X and Y axis geophones) (5.7)

It is clear from equation (5.7) that the bearing response of the collocated, orthogonally-oriented
geophone pair can provide information about the source azimuth, whereas the omni-directional
element bearing response of (5.3) does not. Comparing the bearing response of two geophones to
that of one omni-directional sensor may seem unfair. However, the geophone pair are packaged
as one unit, so that it is actually the bearing responses of two sensor packages which are being
compared.

This is an important comparison because a major part of the effort in measuring sound
in the ocean is in getting the sensor in place, getting power to it, storing its output, and retriev-
ing it. Deploying two separate packages requires very nearly twice the hardware and effort of
deploying one package. Deploying two geophones packaged as one unit requires about the same
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Figure 6.3 Geometry for two collocated geophones, one parallel to the
X axis and one parallel to the Y axis.

hardware and effort as deploying one omni-directional element. Thus the advantage accrued by
deploying geophone pairs (or as we will see shortly, geophone triplets), is that source bearing
information is obtained with just a single package.

If there is more than one source transmitting a signal to the array, then the bearing
response of the single omni-directional sensor is the sum of the responses to the sources individu-
ally, which is independent of the source bearing angles.

br(O,, 0.1) + br(OL, 0.2) = 2 (single omni-directional element) (5.8)

Similarly, the bearing response of the collocated, orthogonally-oriented geophone pair is the sum
of the responses to the sources individually:

br(O,, 0,I) + br(OL, 0.2) = cos (0 1 - 611) + cos (01 - 0.2) (X and Y axis geophones) (5.9)

Equation (5.9) has a peak when the look direction equals either of the source directions.
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5.1.2. Multi-Element Arrays
Now consider an array of sensors. The elements are uniformly spaced on the Y axis at

100 meters intervals as shown in Figure 5.4. The array bearing response is no longer indepen-
dent of the source and look directions because the elements are spatially separated and the
beamformer can co-phase signals coming from the look direction. For simplicity in the develop-
ment, the source and look direction continue to be constrained to the XY plane. The results
will be expanded to three dimensions subsequently.

Y

a esource direction

look direction

Figure 5.4 Multi-element array geometry,

Figure 5.5 compares the magnitude of the bearing responses of the omni-directional ele-
ment and orthogonally-oriented geophone arrays with a 6.7 Hz source at 0, =0 '. Both bearing
responses have peaks in the source direction, which is desirable. However, both bearing
responses also have peaks in another direction too, which indicates directional ambiguity with
respect to the array axis (the Y axis of the coordinate system). When the source bearing is 0"
(source broadside to the array), we know that it is broadside but we cannot determine which
side it is on (0" or 180" ). This is known as the right-left ambiguity of a line array because if we
stand at the origin and look down the array axis, we cannot tell rather the source is coming
from our right or left. The ambiguity (0" or 180") persists in the geophone array bearing
response because the magnitude of the geophone's cos (01) response has a 180* (forward-
backward) ambiguity, which, when the source angle is 0*, coincides with the line array's right-
left ambiguity.
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Figure 5.5 Comparison of thc magnitude of the bearing responses of omni-dircctional element and geo-
phone arrays with a 6.7 Hz source at 0, = 0. The array elements are uniformly spaced at
100 meter intervals.
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The half-wavelength spacing for this frequency, with c = 1500 meters/sec, is

X _ c/f _ 1500 meters/sec = 112 meters (5.10)

2 2 2 6.7 ltz

Thus the element spacing of 100 meters used in the simulations is less than X/2. This is why in
the omni-directional bearing response, the two side lobes merge at 01 = 90 and 0L =270
rather than going to zero as they would if the element spacing were exactly X/2.

Note from Figure 5.5 that the geophone array achieves about 5 dB side lobe level
reduction. This is because of the directionality of the geophones parallel to the X axis, and
because the geophones parallel to the Y axis do not detect the signal at all.

Figure 5.6 compares the magnitude of the bearing responses of the omni-directional ele-
ment and orthogonally-oriented geophone arrays with a 6.7 Hz source at 0, = 60 '. The direc-
tional ambiguity in the omni-directional element bearing response is such that a source bearing
60 from the array cannot be distinguished from one bearing 120*. This ambiguity is reduced
by 5 dB in the geophone array bearing response because the geophone and array ambiguities are
not pointed in the same direction. The geophone array is again seen to achieve considerable
side lobe reduction.

5.1.3. Sparse Multi-Element Arrays

The advantages offered by Swallow floats in closely-spaced, uniform arrays are clear
enough, but we saw in Chapter 4 that the mid-water column floats were 1000 to 2200 meters
apart during the September 1986 experiment. Arrays whose element spacing is greater than
one-half the wavelength of sound at the highest frequency of interest are said to be sparse. The
bearing response of sparse, uniformly-spaced arrays may contain lobes whose levels are as high
as main lobe, in directions other than the source direction. They are called grating lobes. 20

Figures 5.7 and 5.8 compare the bearing responses of omni-directional element and geo-
phone arrays with a 350 meter element spacing and with 6.7 Hz sources at 0* and 60°. The
numerous grating lobes make it impossible to determine the source direction using the omni-
directional element array. The geophone array reduces grating lobes and makes it much easier
to recognize the source bearing. The 180" ambiguity persists with the source at 0* because the
X axis geophones and the array both have ambiguities in this direction. The source direction
ambiguity is reduced 5 dB when the source is at 60

5.1.4. Three-Dimensional Beamforming
The comparison made thus far in this Chapter is now expanded to include look direc-

tions and source bearings not restricted to the XY plane. As in equation (5.3), the single, omni-
directional element bearing response is independent of look or source bearing angles

br(01 , 01, 0,, 0.) 1 (single omni-directional element) (5.11)

Also as in the two-dimensional case, the bearing response of the geophone depends
upon the angle between the geophone axis and the source direction. If that angle is denoted a,
then

br(Ot01, . 0, 0.) = cos (a) (single onii-directional element) (5.12)

The definition of the dot product can be used to obtain an expression for cos (a) in terms of 0t ,
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01, 0, and 4. If i- and 9 are unit vectors in the geophone axis and source directions, respec-
tively, then

I17" - I I cos(a) (5.13)

Denoting the geophone azimuth and elevation angles OH and Of, respectively, then using the
coordinate system defined in Figure 5.1, the components of -7 are

17 = cos (OH) cos(OH) F, +sin (OH) cos(OH) ry + sin(OH) F (5.14)

where E, E and E- are unit vectors along the axes. Similarly, the components of S are

I = cos (Os) cos(Os) F +sin (Os) cos(Os) , + sin(Os) , (5.15)

The dot product is thus

cos (Ce) = I7 ' = cos (0 H) cos(Off) cos (Os) cos(Os) + sin (OH) cos(OH) sin (Os) cos(Os)

+ sin(OH) sin(Os)

so that

br(Ol, 1,. 0., 0.) =-cos (OH - 0) cos(OH) cos(O.) + sin(0) sin(O.) (single geophone) (5.16)

If the geophone is rotated until its axis is parallel to the array X axis
(O = 0 *, oi = 0 *), its bearing response becomes

br(O0 1, , 0, ) = cos (0.) cos (0.) (single geophone parallel to X axis) (5.17a)

Similarly, the bearing response of a geophone parallel to the Y axis (Off = 90 * , =0 0) will be

br(O, , 0. €.) =sin (0,) cos (0,) (single geophone parallel to Y axis) (5.17b)

and that of a geophone parallel to the Z axis (1,1 = 90 *) will be

br(O, 0, 0,) =sin (0,) (single geophone parallel to Z axis) (5.17c)

Now consider three coUk ta! .ed geophones, one oriented parallel to each axis. The bear-
ing response of the combination is formed by multiplying the sensor signals by the look direction
cosines, which are

1. = COS (0,) COS (4)

ly = sin (01) cos (01)
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1, = sin ( ) (5.18)

The combined bearing response is thus

[br(i 01, 0., 0.) ]X, Y and Z axis geophones = [br(O 1, 0., .) IX axis geophone Cos (Os) Cos (01)

+ [br(Oi, 0, , )', ag)]y ophone sin (O) cos (01)

+ [br(Ol, 0j, 0, O,) z asxn opo ( )

= cos (0,) cos (0.) cos (01) cos (0j) +sin (0,) cos (0,) sin (01) cos (01) +sin (6,) sin (01)

=Cos (0, -01) cos (0,) cos (01) +sin (0,) sin (0,) (5.19)

Equation (5.19) has a maximum when the source and look directions are equal. When the
source and look direction azimuth angles are equal, equation (5.19) reduces to cos (4, - t),
which has a maximum when the look and source direction elevation angles are equal.

Figure 5.9 shows the bearing response of a four omni-directional element array to a 6.7
Hz source at azimath 0, =0 * and elevation 4, =0 *. The array elements are uniformly spaced
at 100 meter intervals. The look direction azimuth angle ranges from 0* to 360", and the
elevation angle varies from -30 to 30 ° . Each trace indicates the bearing response for a partic-
ular look direction elevation angle 01. The vertical scale for each trace is -10 to 0 dB, i.e. the
trace is clipped at -10 dB.

Several points can be made about this bearing response. First, the 01 =0 trace is
identical to the top 10 dB of the upper plot in Figure 5.5, which was also made with 01 =0.
Second, the levels of the peaks at 01 =0 * and 180' is independent of 01. This is due to the
array's right-left ambiguity, which becomes conical in 3 dimensions. When the source is broad-
side, the directional ambiguity is circular so that thc cone angle is 180" . Third, the lobe width
increases as I0i I increases. (This can be seen by looking closely at the Figure). This is due
to the coordinate system used in the beamforming. As the elevation angle increases, and as we
sweep through a 360* azimuth angle, an increasingly greater percentage of the sweep is within
the main lobe. When the look elevation angle is straight up or straight down (4 ' ± 90 *, not
shown in Figure 5.9), the entire sweep is pointed toward the peak of the main lobe and the level
of the trace is 0 dB independent of azimuth angle.

Now replace each omni-directional element with three collocated, orthogonally-oriented
geophones, one parallel to each axis. Figure 5.10 shows the bearing response of the array to the
same source as in Figure 5.9. The geophone array response appears quite similar to the omni-
directional element array except that the peak response at 01 =0 ' and 01 = 180 * is attenuated
as I .01 I increases. This is due to the X axis geophone's directional response and because the Z
axis geophone does not receive the signal at all. At 01 = 90* the trace is clipped at -10 dB.
Note that the response at 01 = 0 is the same as the top 10 dB of the bottom panel in Figure 5.5.

Figures 5.11 and 5.12 are the bearing responses of the omni-directional and geophone
element arrays with the source at 0, = 60, 4', = 0 as in Figures 5.6. The response along the
cone swept out when 01 # 0 * and 01 goes from 00 to 360 is hard to visualize. However, one
can see that the b1 = 0 traces correspond to the top 10 dB of the plots in Figure 5.6. Also,
comparing Figures 5.11 and 5.12 shows that the source direction ambiguity at 01 = 120' is
reduced by the geophone's directionality.

The array bearing response is even harder to interpret when 4', 0 0 *. However, a
comparison of sparse omni-directional and geophone arrays serves to emphasize the enhanced
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Figure 5.9 Bearing response of a four omni-directional clemecnt array to a 6.7 Hz- source at azimuth
0, = 00 and elevation *a=00. The array elements are uniformly spaced at 100 meter inter-
vals.

47



R. L. Culver

0

C')

0~0
L0

a)0 J Y

Lfl

LfAzimuth Alngle, Degrees COW from X Alxis

0
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capability of ,ie geophoiie array to resolve source direction. Figure 5.13 shows the bearing
response of the omni-directional element array with the source at 0, =60, 4, =20. The array
is sparse and the bearing response contains numerous grating lobes like those seen in Figure 5.7.
The line array directional ambiguity is near 01 = 120 " as long as the look elevation is small. As
the look elevation angle becomes large (positive or negative), the ambiguity and source direction
peaks move closer together.

Figure 5.14 shows the bearing response of the geophone array to the same source. The
geophone array clearly provides an enhanced capability to determine source direction. The
level in the direction of the array ambiguity, 01 = 120 ', 0, =20, is 5 dB lower than in the
omni-directional element array. The strong grating lobe seen at 0, 205, 0, : -20 is also
seen in Figure 5.8 and 5.13, as are the lower level grating lobes. There has been significant grat-
ing lobe level reduction, although there remain a few high level lobes which, in the presence of
noise, might be confused with the main lobe.

5.1.5. Swallow Float Array
As a last simulation, consider the array formed by the mid-water column floats during

the September 1986 experiment. The element spacing is about 1000 to 2200 meters, so the array
is sparse, and the elements are randomly located in three dimensions. On the average, sparse
randomly-spaced arrays are not subject to grating lobes, but may have side lobes whose levels
are nearly as high as the main lobe.20 Thus, the Swallow float array bearing response may be
expected to contain high level side lobes.

Figures 5.15 and 5.16 show the three-dimensional bearing response of a four element
array of Swallow floats located at the estimated float positions for record 1830 of the September
1986 experiment. The two Figures contain 6.7 Hz sources at azimuth 0. =0 and elevation
0, =0 *, and azimuth 0, =60' and elevation 0, =-10 ', respectively. Both Figures contain

numerous, high level side lobes, many only 1 dB lower than the main lobe level.
The bearing response for small elevation angles is composed of ridges which are narrow

in azimuth, about 5 *, and broad in elevation, about 20'. This vertical ridge structure will also
be seen in the experiment data.

Other prominent features are a strong 180' ambiguity and a weak response at ± 90"
from the source direction. Both of these features are due to geophone's directionality, and they
too will be seen in the experimental data.

5.2. Application to Experiment Data

It has been shown that the proper way to combine orthogonally-oriented geophone sig-
nals is to multiply by the look direction cosines and sum. There are, however, some preliminary
steps which must be taken when processing experimental data. The geophone axes are not, in
general, parallel to the array axes, and all of the floats do not have the same time base. The
steps required to align the float axes with the array axes and float time bases with each other
are discussed below, after which the experimental data are beamformed. The experimental
results turn out to look much like noisy versions of the simulation results.

5.2.1. Processing the Time Series

The processing steps are listed below and described in more detail in subsequent para-
graphs.

each float's geophone time series is operated on to effectively rotate the floats
so that they are all aligned with the array coordinate system;
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Figure 5.13 Bearing response of a four omnni-dircdtoiial clement array to a 6.7 Ilz soure at azimuth
0, = 600 and elevation ~,=20*. The array elements are uniformly spaced at 350 meter inter-
vals.
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Hz source is located at azimuth 0, = 600 and elevation *=20*. Thc array elements are un-
formly spaced at 350 meter intervals.
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* the time bases of all but one of the floats' time series are shifted to align them
with the reference float's time base;

* each axis is beamformed separately; the X axis time series from all of the
floats are beamformed together, and likewise for the Y and Z axis time series;

* the beamformer output for the 3 axes are multiplied by the look direction
cosines and summed to form a time series for each look direction;

0 the time series are Fourier transformed and a calibration curve applied;

0 the levels of selected spectral peaks are selected from the beam spectra, yield-
ing bearing levels, which are spectral levels as a function of bearing. The
bearing level is analogous to the magnitude of the bearing response used ear-
lier.

5.2.1.1. Rotating Float Axes
The most straightforward approach to beamforming Swallow float data might be to

combine each float's time series separately to form a beam for each look direction, and run the
beamformer once for each direction. However, this approach would require the formation of a
time series for each float and look direction, which would be voluminous, and would require run-
ning the beamformer separately for each look direction, which is inefficient and time consuming.

An equivalent approach is to operate on each float's time series to align their axes with
the array axes, beamform each axis from all the floats separately, and combine the beamformer
outputs using the look direction cosines. Using this latter approach, the beamformer is only run
once for each axis and only one time series per look direction is produced. This is the method
used in this thesis.

Rotating the floats to align their axes with the array axes can be understood by refer-
ring to Figure 5.17, which is a plan view of a freely-drifting float within the coordinate system
established for localizing the floats. The direction of the float's y axis is denoted rfiost, and is
shown in the Figure to be about 120' magnetic. The float's z axis is vertical and parallel to the
Z axis of the coordinate system.

The time series from the float geophones which are parallel to the float's x and y axes,
are denoted x(n) and y(n). They must be combined to obtain new geophone time series in the
directions of the array X and Y axes, call them x'(n) and y'(n). By inspection,

'(n) = [y(n) cos (280" - + o x+z(n) sin (280 - float)]

and

y'(n) = [I(n) sin (280 -afolt) - x(n) cos (280 - afi.)] (5.20)

Equations (5.20) show how each float's geophone time series can be combined to effectively
rotate the float axes to align them with the array axes. The angle fno.t is the float heading,
which the float measures at the start of each record. The directions of the coordinate system
axes are determined by plotting the positions of the bottomed floats on a nautical chart.

5.2.1.2. Aligning Float Time Bases

The floats have different time bases because their internal clocks are not identical, i.e.,
the clock rates vary slightly from float to float. Consider floats i and j. Denote time according
to float j's clock as Ty'. According to float j, record n+1 starts at
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Figure 6.17 Plan view of a freely-drifting Swallow float, whose heading is denoted
ctfit, and the coordinate system defined by the positions

of bottomed floats 0 and 1.

T = 45 n (5.21)

which is 45 n of float j's seconds. In 1211 it is shown that once the float temperatures stabilize,
the relationship between elapsed time according to a float, and true elapsed time since syn-
chronization, is linear. Let true elapsed time be t. Then

Tj(t) =gj t + a, (5.22)

where gi and a4 are constants unique to each float. Note that gi is dimensionless and the units
of aj are time.

Equation (5.22) can be solved for true time t in terms of Tj, gi and aj, and if g. and a
are known, the float time base can be aligned to true time. However, it is shown in (21] that
the g.'s and ar's cannot be measured directly. It is further shown in 1211 that reciprocal path
travel times can be combined to estimate the clock rate and offset differences, (gi - gj) and
(a - a,). Therefore, the approach is to pick one of the floats as the reference time base and
align all of the other floats to it.

Solving (5.22) for true time t and using (5.21) yields the true elapsed time at the start
of record n+1 aboard float j.

57



R. L. Culver

tii- a _ t(j, n) (5.23)

Changing only the subscript yields the true elapsed time at the start of record n+1 aboard float
I.

n)=Ts - aj 45 n - a; 5.4

The difference between (5.24) and (5.23) gives the difference between the time bases of the two
floats in true time.

A t(i, ", n) = t(j, n) - t(i, n)

45 n -ai 45 n -a.
9i g

45 n 1 1 + - (true time dif. between time bases) (5.25)g, g, g, gi

Figure 5.18 depicts the time bases of floats i and j and that of true time when float i's
clock rate is somewhat faster than float j's. The horizontal axes in the top panel are time
according to float i, time according to float j, and true time. All are increasing to the right,
which means that t(j, n) >t(i, n) and A t(i, I, n) >0.

The event indicated by t(e) in Figure 5.18 occurs simultaneously at the two floats.
However the time of the event according to float i is later than the time of the event according
to float j.

[Ti(e) - Ti(n)] > [T,(e) - T,(n)]

If the time series are simply aligned using the record start times, as shown in the bottom panel
of Figure 5.18, then the event does not occur simultaneously in the two time series but occurs
first at float j. In order for the two events to add coherently, they must occur simultaneously in
the time series presented to the beamformer. One or the other of the float time bases must be
shifted to align it with the other.

Let float j be chosen as the reference time base, so that float i's time base is to be
shifte A 1(i, j, nj seconds. To find the amount of the shift in terms of float i's clock, denoted
A T, tA t(i, j, n)J, use equation (5.22) and substitute A t(i, j, n) for t:

A T ( A t(i, , n) =i , (A t(i, j, n + a,

Using (5.25),

A TS. A t (i,i, n 9--i 45 n 1 1+--
i g9 i gi 1
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Figure 5.18 Comparison of the time bases of floats i and j and true
time. The upper panel shows their relationship when the floats
were deployed. The bottom panel shows the effect of simply
aligning the record start times.
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45 -g 9j)+ a i  aj (5.26)

Note that if gi = g, and ai = a,, which is to say that the two time bases are the same, then
A T,. =0 as expected.

It is shown in [21] that the values of 9; are very close to 1, such that if we write
g = I + t, then c is of order 10'. Thus (5.26) can be simplified using the Taylor series expan-
sion

a2

of

]() 1

X

Using

f -- ( x and f" (X)

the expansion is

a +

x+a -z z 3

Substituting x = 1 and a = E, to first order in f,

1 1I- 1- 1 - ,
g, 1 +c,

Therefore, to first order in (,

9j 1+ - ((' - (i) (1 - ) CO Q - g - gi (5.27a)
gi I+€

and

- 9( + )(i ( I + i - ( I +g i-gi (5.27b)gi I + li

Putting equations (5.27) into (5.26) yields

A T, ;:t 4 5 n (i- 9j) + a, + gi - 9j ) a3  (45 n - a) 9i - 9i ) + a, - a, (5.28)
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It is shown in [211 that

I aj I < 1 second <45 n seconds, n >1 (5.29)

Equation (5.28) therefore becomes

A T, z: 45 n (g.i - gi,) + (a, - a,) (5.30)

It is now shown that A t(i, j, n) changes negligibly over the course of one record so
that it is sufficient to realign the time series once for each record. To see this, use (5.25) to find
the change in A t(') over the course one record.

A t(i, j'n+1) -A t(i, j, n) = 451

To first order in e,

1 _1_1--

g+ gi (i-C

so that

A t(i, i, n+1) - A t(i, j,n) t 45 ( . - Ei); z45. 10-6 seconds ; 0.5 msec. (5.31)

Equation (5.30) thus shows how to calculate how much float i's time base must be
shifted at the start of each record in order to align it with the corresponding record in float j's
geophone data. It requires knowi g the differences between the clock rates and offsets in the

two floats, (gi- g} and (a, - ani. Reference [21) shows how the differences between the clock

rates and offsets are calculated, and contains values for them for all float pairs during the Sep-
tember 1986 deployment. The procedure for aligning the float time bases is:

0 chose one float as a reference whose time base will not be shifted;

* using measured values for (gi - gj) and (a, - a,), and equation (5.30), calcu-
late how much each record of the other float's geophone data must be shifted,
and in what direction;

* interpolate and shift the three geophone time series for all but the reference
float.

5.2.1.3. Remaining Processing Steps

Having aligned the geophone time series in direction and time, they can now be
delayed and summed to listen selectively in particularly directions. A time delay beamformer is
applied tk. the time series from each axis of all the floats, producing three time series for each
look direction. Let bi(t, 01, 01) denote the time series for look direction (0,, 01), obtained by
combining the geophones parallel to the i axis. The three sets of time series are then multiplied
by the look direction cosines and summed.
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b(f, 0 1, 01) = 6.(t, 01, 01) cos(91) cos(01) + b,(t, 01, O') sin(61) cos(0 1)

+ b(t, 01, 01) sin(01) (5.32)

The time series for each look direction is Fourier transformed using the same length
transform (40.96 seconds) and window used for the spectra in Appendix B.

B(f , 0,,1)}= F Ib(t, pi, O) . (5.33)

After applying a calibration curve, the levels of selected spectral lines may be picked from all of
the beam spectra to obtain the spectral level as a function of bearing or bearing level. The
bearing level is analogous to the magnitude of the bearing response which was used in Section
5.1. It indicates the directionality of sound at particular frequencies.

5.2.2. Horizontal Bearing Levels
The initial effort is to beamform only in the horizontal direction, that is, for Pi between

0 and 360" and 01 = 0. This is considered a reasonable approach because the bearing
responses in Figures 5.15 and 5.16 show that the horizontal and low elevation angle bearing
responses look much alike as long as the source arrival angle is small, and according to Figure
3.10, the vertical arrival angles are small for many records at the frequencies of interest.

Horizontal bearing levels for a 20 record (15 minute) period beginning with record 1800
are shown in Figure 5.19. The upper 5 dB of the bearing levels at 9, 10.3, 12.2 and 13.5 Hz are
shown. The azimuth angle is degrees relative to magnetic north and the look elevation is 0*.

The four plots in Figure 5.19 contain numerous, high level side lobes and a 180" ambi-
guity much like Figures 5.15 and 5.16. The azimuth angle of the highest lobe is not constant for
more than a few records (3 to 5 minutes) at a time. In general, however, the source bearing
appears to be near either 090' or 270' magnetic. A means of enhancing the main lobe and
reducing the level of the side lobes is needed in order to better resolve the source direction.

5.2.3. Enhancing Bearing Levels
Figure 5.20 contains the result of averaging the bearing levels of five consecutive

records at each frequency. The entire 110 record period selected for analysis is shown in these
plots. Averaging appears to smooth the bearing levels, so that the source direction is approxi-
mately the center of a rounded mass of peaks. Gross changes in the approximate source bearing
during the 110 record period are approximately the same at all frequencies. For example, the
source azimuth increases about 20' between records 1780 and 1800. This indicates that all of
the signals originate from the same source.

As another approach to enhancing the bearing levels, Figure 5.21 contains the product
of the 9, 10.3 and 12.2 Hz bearing levels. If different frequency signals arrive at the array from
the same direction, their main lobes will line up but their side lobes, whose spacing is frequency
dependent, will not. Figure 5.21 shows that multiplying bearing levels together thins the peaks
out considerably, but the 180' ambiguity persists. This implies that the signal arrival angles
are, to some extent, frequency dependent.

Figure 5.22 summarizes the horizontal direction beamforming results. The top panels
show the highest bearing level during the 110 record period. Comparing the top panel of Figure
5.22a with Figure 3.10 shows that the gross rise in signal level evident in the individual float
spectral lines is also seen in the bearing levels. This is true for the other frequencies as well.
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Normal ized Bearing Levels at 10. 3 Hz.
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Normalized Bearing Levels at 12.2 Hz.
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Normalized Bearing Levels af 13.5 Hz.
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Alveraged Bearing Levels at 10.3 Hz
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Alveraged Bear-ing Levels at 13.5 Hz
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Product of 9, 10.3 ond 12.2 Hz Beoring Levels
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Figure 5.21 Product of 9, 10.3 and 12.2 H~z spectral levels versus azimuthal bearing from four freely-
drifting Swallow floats during records 1800 - 1819 of the September 1986 experiment (15
minutes duration). The look elevation anglc is zcro (horizontal).
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The middle panels in Figure 5.22 show the exact frequency at which the peaks occur.
Comparing them with Figure 3.9 shows that changes in signal frequency which are apparent in
the individual float spectra also appear in the bearing levels. The bottom panels in Figure 5.22
show the apparent direction to the source based upon the azimuth of the highest bearing level.
The source direction jumps between 90 and approximately 270 ,indicating a 1800 ambiguity.

5.2.4. Three-Dimensional Bearing Levels

Appendix D contains bearing levels for record 1802 for azimuth angles between 1500
and 240 * relative to the array X axis and elevation angles between -20' and 20 The arrival
angles during this record were seen in Figure 3.11 to be nearly horizontal. The three-
dimensional bearing levels display the same vertical ridge structure seen in Figures 5.15 and
5.16. The bearing levels at different frequencies all display main lobes at azimuth angle
01 ; 187 ', but the elevation angles vary between 00 and 15 .

Appendix D also contains bearing levels for record 1844 for azimuth angles between
150 * and 240 * (relative to the array X axis) and elevation angles between -60 0 and 60 . This
record was selected because the magnitude of the arrival angle at 9 Hz is seen in Figure 3.11 to
be greater that 30" for three of the floats. The 9 Hz bearing level indicates that considerable
energy is arriving at large positive and negative elevation angles during record 1844. This indi-
cates that the signal is propagating to the array over multiple paths. Energy at 10.3 Hz is con-
centrated between -15 ° and 15 ' elevation. The other two signals, at 12.2 and 13.5 Hz, are
arriving at -45 ° to 20" elevation and -350 to 40' elevation, respectively. We see that the
vertical angle arrival varies considerably with frequency.

5.2.5. Beamformer Gain
One method of evaluating how well signals are being co-phased is to compare the

highest bearing level with the levels at the individual floats. If the beamformer is perfectly co-
phasing each float's signals, then the highest bearing level will be equal to the coherent sum of

the signals. The level in d13 of a sinusoidal signal with amplitude x, is 10 log 2--} The

coherent sum of N equal strength signals having the same phase is

( NX) 2  (2)

10 log - M=20 logN+10 log 2_ (5.30)

which shows a gain of 20 log N over the level of one signal. When there are 4 elements, the gain
is 12 dB.

When the signals do not all have the same amplitude, as is the case with the Swallow
floats, but tihey are co-phased, the coherent sum is

10 log (XI + z 2 + 23 + x4) (coherent sum) (5.31)

where x; is the signal amplitude at float i. When the signals have approximately the same
amplitude, the coherent sum is something less than 12 dB higher than the level of the individual
signals.

Figure 5.23 compares the highest horizontal bearing levels to the coherent sum of the
spectral levels of each float's x and y axis geophones. The coherent sum has been subtracted
from the highest bearing level. Also shown is the incoherent sum of the x and y axis geophone
levels. If all of the signals are of equal strength, the incoherent sum is

72



x x8
x x '.

q - ___ x x S -x to
L - x X CC)

xx
0 ~x C

a) 1-4-_ - x x- >
x. x oO(S

o ' -

0x x T

>3 x
>

"1..

a) xX

"-.

- ,- x 0

a) (S)

L xx

X

x iL

-' a)
-4 CD E

x x
X L

X 0

X CO
C XX X

U

-X-- + - '-

CC

a) 0

.. " I I ~ I I '.

LC 0 xLl 0 U 00LL N x ) 0
'-.4~ 

~ a- a' a)CM

gP '~~1 ZH 'ajj *BDH*5a 'uoaJX
Figure~~~ x.2 oiotlbafrigrsk.Drcin rqec n ee ftehgethrzna

bern lee oxh zseta ie

x 73



x xX

XX x 4
x 

S
x C

0

x LC)

L.. x
a)

) x X

U) xx (S
x C

L XX L
0

(S)
x x CC -

x x 0

O a' L

0I x Ux a

> x x(S

L0 xx 0x N

0 N

U x
) xxX

C-x xxx

LL- 
I

0 U~) fl0U~
00' N

-4- t

F I~1 Z bj I6D *6a 'u 1.
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10 log( N - - ) = 10 log N + 10 log

2

so that the signal gain with N = 4 is 10 log 4 = 6 dB. The coherent sum has also been sub-
tracted from the incoherent sum in Figure 5.23, and we see that the incoherent sum is roughly 6
dB lower than the coherent sum.

The highest bearing levels are, on the average, about 3 dB lower than the coherent
sum and about 3 dB above the incoherent sum. This indicates that the bearing level gain is
about 9 dB. The signals are apparently being co-phased well enough for the highest bearing
level to be higher than the incoherent sum, but are not being perfectly co-phased, in that the
highest bearing level is lower than the coherent sum.

The three x's on the first three plots in Figure 5.23 mark the highest three-dimensional
bearing levels, normalized by the coherent sum of the horizontal and vertical geophone spectral
levels. Including the vertical channel does not change the conclusion regarding bearing level
gain.

5.2.0. Correlating Geophone Signals
In a somewhat separate effort to determine the direction to the source, geophone sig-

nals from pairs of floats were correlated. The correlation of two broadband signals is a spike at
a particular time delay. Narrowband signals have a sinusoidal correlation function. The exper-
imental data contain ship-generated signals, which are approximately sinusoidal, but it was
hoped that they had sufficient bandwidth for the correlation functions to yield unique time
delays. The delays for all float pairs might then be used to estimate the source bearing from
each pairs of floats.

The time series foim the 4 floats were Fourier transformed and pairwise multiplied
together to obtain their cross power spectra. The cross power spectra were then divided by the
power spectrum of one of the pair to obtain the transfer functions of the channels separating
each float pair. The channel transfer functions were inverse Fourier transformed to obtain the
channel impulse responses.2 8 In order to restrict the correlation to frequencies originating from
the source, only the 17 bins centered at each frequency were used.

The correlation results are shown in Appendix E. They contain many peaks, indicating
that there was insufficient bandwidth to the source lines for the correlation method to yield use-
ful information about source direction.
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Figure 5.23a Highest horizontal bearing level and incoherent sum of the
9 Hz (upper panel) and 13.5 Hz (lower panel) spectral levels
of each float's x and y axis geophones. Both are normalized
by the coherent sum of all floats' hoiri7ntal spectral levels.
X's mark the highest normalized 3-d bearing levels.
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6. Analysis and Conclusions

The beamforming results shown in Chapter 5 indicate that different frequency signals
emanating from the same source arrive at the array at different azimuth and elevation angles,
and at different strengths. Also, because the floats are so widely dispersed and the array aper-
ture so large, the azimuth and elevation arrival angles at a particular frequency vary consider-
ably from float to float. This indicates that signals are propagating to the array by frequency-
dependent paths, and are not propagating across the array as plane waves. Since the beam-
former calculates delays to co-phase signals propagating across the array as plane waves, this
may explain why the peak bearing levels are not as high as the coherent sum.

The effect of improperly co-phasing the time series (due to non-plane wave propaga-
tion) can be simulated by feeding the beamformer erroneous float positions, causing it to calcu-
late an erroneous set of time delays. The effect of different strength signals can be simulated by
introducing shading errors. The difference in float spectral levels at the frequencies of interest
was found to be 14 dB or less, except when an anomaly such as clipping occurs. Figure 6.1
shows the effect of shading errors alone on the horizontal bearing response of the four Swallow
float array during record 1830 with a 10.3 iz source at azimuth 202 , elevation 0 . Shading
errors uniformly distributed between 0 and 14 dB have been introduced into each trace. It is
apparent that this type of error by itself does not produce results like those seen in the experi-
mental data, e.g. Figure 5.19.

Figure 6.2 shows the bearing response of the same array to the same source, but here
position errors have been combined with shading errors. The position errors used in this simula-
tion are mean zero and have a standard deviation of 20 meters. Shading errors are uniformly
distributed between 0 and 14 dB. This Figure looks much like the experimental bearing level
plots in Figure 5.19.

The experimental bearing levels in Figure 5.19 indicate that the source is either to the
east or to the west of the array. The rough underwater terrain to the east makes it more likely
that the source is actually east of the array, so that the high bearing levels at azimuth 270*
magnetic are due to the 180 ambiguity. Relatively steep underwater cliffs begin about 5 miles
east of the array and rise to quite shallow water, approximately 100 meters deep, about 14
miles to the east. These rough features may cause sound to be scattered in many directions, so
that from the array, the source direction appears to change erratically with time.

The shallow water east of the array also offers a plausible explanation for the absence
of the 4.5 Hz fundamental frequency in the Swallow float data. The cutoff frequency may be
higher than 4.5 Hz over some portion of the transmission path between the source and the
array. To calculate the water depth required to block transmission of a 4.5 Hz signal, assume a
3 layer model consisting of a constant sound speed water layer bounded from above by an air
half-space and from below by a sediment half-space. As shown in Chapter 9 of Medwin and
Clay,29 the equation which sets the minimum depth for a particular frequency to propagate is

(m-)r + 0. + 0, < 2 1- J(6.1)

where m is the mode number, 2 4, is the phase angle of the reflection coefficient at the upper
(air-water) boundary, 2 Oj is the phase angle of the reflection coefficient at the lower (water-
sediment) boundary, h is the water depth, co and c, are the sound speeds in the water and sedi-
ment, respectively, and X is the wavelength of sound at the frequency of interest. Assuming an
ideal pressure release air-water interface, 2 0, = r. Assuming an ideal rigid bottom, 01 = 0. Set
m equal to I because the first mode must propagate for any mode to propagate. The
wavelength at 4.5 Hz, assuming a sound speed of 1500 meters/sec, is approximately 330 meters.
Substituting these values into equation (6.1) yields

i " < 2 7r h J -/ 2

2 300 
12
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Bearing Response, Record 1830, 10. 3 Hz. Source @ 202

No Position Error, < 14~ dB Shodfng Error
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Azimuth Angle, Degrees CCW from X Alxis

Figure 6.1 Horizonl bearing response of thc four Swallow float array during record 1830 to a 10.3 Hz
source at azimuth 2020. elevation 00. showing the effect of 0 to 14 dB. uniformly distributed
shading errors.
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Bearing Response, Record 1830, 10.3 Hz. Source @ 202
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Figure 6.2 Horizontal bearing response of die four Swallow float array during record 1830 to a 10.3 Hz
source at azimuth 2020, elevation 00, showing the effect of shading errors and mean zero,
normally distributed position 'Prrors (standard deviation = 20 meters).
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and the condition onI h is

> 12 -- (6.2)

If c1  > co, then

h > 75 meters cl > Co

Ifcl = 1.2 co, then

h > 135 meters c l = 1.2 co

Thus depending upon the values chosen for cl and co, the water depth would need to be shal-
lower than about 150 meters in order to block a 4.5 Hz signal. We saw in Figure 3.2 that this
condition is met to the east of the array. It is not necessary that the source be in shallow
water, only that the transmission path include shallow water.

The variation in vertical arrival angle seen in Figure 3.11 may have something to do
with the radiation pattern of the source. If the 9 Hz line set are blade pass harmonics, they are
radiated by the tip of each blade of the ship's propeller as it passes the hull. The sound radi-
ates strongly outward and downward. If the other lines at 10.3 and 12.2 IIz are auxiliary
machinery tonals, they tend to radiate primarily outward rather than downward. Thus we
might expect the 9, 13.5 Hz, etc. lines to arrive at higher angles than the 10.3 and 12.2 Hz sig-
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APPENDIX A

AGC Corrected Geophone Time Series
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APPENDIX B

Geophone Power Spectra
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Appendix C

Comparison of Kalman and Least Squares Filters

for Locating Autonomous Very Low Frequency Acoustic Sensors

R. L. Culver and W. S. Hodgkiss

Marine Physical Laboratory
Scripps Institution of Oceanography

San Diego, CA 92152

1. Introduction

Under Office of Naval Research sponsorship, the Marine Physical Laboratory has
designed and built self-contained, freely-drifting Swallow floats which can measure ambient
ocean noise in the 1 to 20 Hz band for up to 25 hour periods. The floats are ballasted for neu-
tral buoyancy at a specified depth. The deployment of several floats forms a freely-drifting
array of noise sensors whose outputs may be combined after the experiment with a beamformer.
[I]

Float locations must be known in order to beamform their outputs. The floats gen-
erate and receive acoustic pulses and thereby measure float to surface and float to float travel
times. A series of signal processing routines have been developed to estimate float position from
these travel time measurements. This paper compares two localization methods:

* A generalized least squares filter estimates current position using the current set of
travel time measurements. The filter uses only that set of measurements and an
estimate of the mean square measurement error.

A Kalman filter estimates current position by weighting the current set of meas-
urements against the previous position estimate propagated forward in time. Posi-
tion estimates are propagated forward in time using equations of motion developed
for the floats. The filter also uses estimates of the measurement error variance
and float accelerations.

Computer simulation is used to compare filter performance under several deployment
scenarios. The effects of increasing the randomness of float movement and the measurement
error are also investigated. Results show that the Kalman filter performs better than the least
squares filter as long as the floats are only subjected to small magnitude accelerations between
measurements. This is true even when there are large measurement errors. Neither filter was
found to be sensitive to relatively major changes in deployment geometry as long as the sound
speed profile is known exactly. However, deploying the floats in a vertical array does degrade
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the performance of both filters.
MPL has been deploying Swallow floats since 1982. A number of articles and technical

reports have been written describing various aspects of the project. [2-11] The reader is referred
to articles cited in the reference list for details about Swallow float construction and functioning
not found in this paper.

2. Travel Time Measurements and Mean Square Measurement Error

In this section we discuss the travel time measurements made by the floats and show
data from a September 1986 Swallow float experiment. We describe how the measurements are
processed to remove errors caused by differences among float clock rates and estimate mean
square measurement error. The resulting float to float and float to surface travel time and
mean square error estimates are the inputs to the Kalman and least squares filters.

The general Swallow float hardware configuration is shown in Figure 1. Suspended
about 1 meter below the glass sphere is an acoustic transducer which generates and receives 8
kI'z tone bursts. Pulses 10 milliseconds long are transmitted by the floats in a pre-programmed
sequence. A different float transmits every 45 seconds. When there are N floats deployed, each
float transmits every 45"N seconds. Twelve floats are normally deployed, and each float nor-
mally transmits every 9 minutes.

The floats ale listening whenever they are not transmitting. They receive pulses
transmitted by other floats as well as reflections of their own pulses. They ordinarily detect
reflections from the ocean surface, and often from the ocean bottom.

The float pulse detection circuit outputs an analog signal indicating whether or not a
pulse is detected. The signal is sampled by the float at 1 kHz (1000 times per second) and a bit
is set to I if a pulse is present, 0 otherwise. Groups of eight detection circuit samples are
inspected by the float for the presence of range pulses (bits which are set). Bytes which contain
bits set are stored internally along with their time according to the float's internal clock.

After a deployment, the stored pulse arrival information may be used to reconstruct
the sampled pulse detection circuit output. We can display this information directly by con-
verting it to a raster image. Figure 2 is one such plot, taken from the September 1986 deploy-
ment of 12 Swallow floats in the Pacific ocean 50 miles west of San Diego, Ca. The vertical
scale of the plot has been changed from travel time (in seconds) to range (in meters) using the
approximate speed of sound, 1500 meters/second. The plot shows detections made by float 4
during records when float 3 transmitted. The depth of both floats was about 1000 meters and
water depth was 2000 meters. [8]

The line of very short dashes running across the upper part of the plot mark the
arrival of the direct path pulse from float 3 at float 4. These dashes are about 15 meters (10
msec) in length and are separated by 12 records. The much longer vertical lines running across
the plot at greater range mark the arrival of pulses which bounced off the ocean surface and
then traveled to the float. These lines are 150 to 600 meters (100 to 400 msec) long and are also
separated by 12 records. The arrival of surface bounce pulses is spread out in time because of
scattering by the sea surface.

A computer program has been developed to detect the upper edge of each dash or line,
which corresponds to when the pulse first. arrives. The program is referred to as the edge detec-
tor [51 in that it outputs the time corresponding to each pulse's leading edge. Applying the edge
detector to the pulse arrival information shown in Figure 2, we obtain the time series shown in
Figure 3. Both Figures are plotted on the same scale so that they may be compared to verify
edge detector performance.

Noise in the edge detector output is evidenced by the bad point at about record 1850.
Smaller magnitude measurement noise, too small to be visible on this scale, is also present in the
edge detector output. [12]
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The pulse arrival time according to the edge detector minus the time when the pulse
was transmitted is the travel time measurement. Each float determines the pulse transmission
time according to its own internal clock. However, the clock rates vary slightly among the
floats so that reciprocal path travel time measurements must be interpolated and averaged to
obtain the true interfloat travel time. There are, in fact, several processing steps which the
measurement time series must pass through before being fed into the Kalman or least squares
filters. These steps are shown in Figure 4. The dotted line shows how simulated travel time
measurements are introduced in order to validate the processing and filtering under different
conditions.

A one-step forward adaptive linear predictor [5] is used to reject noisy points (like the
one evident in Figure 3) and fill gaps which sometimes occur in the travel time series. The
linear predictor must be told the maximum allowable difference between the predicted value and
a data point for the data to be considered valid. Predictor output is monitored to ensure that
it is functioning properly and if necessary, the maximum difference parameter is adjusted.

We must interpolate the travel time measurements before averaging reciprocal path
measurements because the measurements are not made simultaneously. They are separated in
time by at least 45 seconds, and by as much as N/2 * 45 seconds, where N is the number of
floats deployed. A cubic spline interpolation is used.

Reciprocal path interfloat travel times are then averaged. The averaged interfloat
travel times and float to surface travel times are ready for input to the least squares or Kalman
filter.

An estimate of the mean square measurement error is obtained by taking the mean
square of the difference between reciprocal path travel time measurements minus a least squares
linear fit to the difference. [12] The mean square measurement error estimate is used by both
filters to weight the measurements, that is, give greater weight to those with smaller mean
square error.

3. The Least Squares Filter

Our problem is to use the travel time measurements and measurement error estimates
just described to estimate float positions. The least squares filter operates on one set of travel
time measurements and produces a set of float positions which minimizes the square of the
differences between the measurements and the interfloat travel times calculated using the posi-
tion estimate. A generalized least squares estimator is employed, allowing greater weight to be
:tppli-d *- -ortain measurcments. Thn measurement error estimates determine the weights, with
greater weight applied to measurements whose error is thought to be lower.

The derivation of the least squares estimator and the loss function linearization
method presented here closely follows that given by Sorenson. [131 We start by identifying the
nth measurement vector

12

ffl

Z. C TNIN ' (3.1)

f,
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where f,! is the averaged travel time estimate between floats t and J, fi* is the round trip travel
time Pstimate betwecn float i and the surface, and C is a matrix whose diagonal elements are
the estimated average sound speeds for the paths over which the travel times were measured.

c, 2  0 0

0 0
00

FN--I N

F, (3.2)
2

0
0 0FN

2

The last N elements of (3.2), which are divided by 2, correspond to round trip travel times.
The measurement vector is related to the float position vector according to

Z. = h(X.) + V. (3.3)

X,, is the vector of float positions at time n

iT= [z X y z' '' XN z / (3.4)

and z is the z coordinate of float 1 at time n, etc. The origin of the coordinate system is at
the ocean surface directly above float 1, and z is positive downward. The axes are rotated so
that float 2 is in the zy plane.

h(XV) indicates a nonlinear transformation on X. from position space to measurement
space (ranges and depths).

[( - )2 + ( -Y*)
2 +(4 -Z, )Z]

i I ) + (Z 
I

h (X. °I(XN -N )] + (YN - Y"I + (ZN N- - 2 (3.5
0!

= *( - ) + ( " ±( z ) ]2(.)

Zn

'I
'N

102



SIO Reference 88-16

The first group of elements of h(X.) are the interfloat ranges and the second group are the float
to surface distances, or depths.

V. 'n equation (3.3) is the measurement error or noise vector

= 6 2 12 61 0 13 . "N 4 NVk-4 N C-,V1 ' ' ' •CNV] (3.6)

whose elements are, or are made to be, mean zero. The subscripts of the v's are the same as
those of the 6 's and i 's described below (3.1). The covariance of V. is R, where

E [V V ]=R. 6. (3.7)

We assume that the noise is uncorrelated from measurement to measurement, an assumption
which has been demonstrated to be reasonable. [12] R is thus diagonal, with elements 112)

a2 (I)or2 + (..)2 o (3.8)

where i;k and 6,, are identified in (3.1) and (3.2), and a2 and are the variances of the uncer-
tainties in e*, and rij, respectively.

The least squares estimate of X., given measurements Z., is defined as the value X,
which minimizes the following loss function:

'LS [ IZ. - h(X.)]I R. [Z. -h(X.)]

= Zr R. Z. - 2ZT R. h(X,) +h(X.)T R. h(X) (3.9)

Necessary and sufficient conditions for X,. to minimize ILs are that OILS/OX = 0 and O2ILs/OX
is positive-definite. Thus to determine the least squares estimate X, form

9ILs ah2X + R h(X)
ax 0 f ax ax

2[ h(X 3 VZ3 ] R. Oh(X) = 0 (3.10)

Equation (3.10) says that the re8idual h(X,)-Z. must be orthogonal to the columns of
ah(X)/aX. If h(X) is a linear function of X

h(A.) = H X.

and

a9h (Y.[) = It
ax
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then (3 10) represents a linear equation in X with solution

X LS = [IT R III I1T R Z [h(X) linear in (3.11)

However, when h(X) is a nonlinear function of X, as in (3.5), (3.10) represents a system of non-
linear algebraic equations for which, in general, there is no closed form solution. As a result, we
must linearize the loss function and solve the problem numerically. A numerical procedure will
not in general provide an exact solution to (3.10). Our hope is that it provides an improved
estimate of X, so that repeated application may yield a satisfactory estimate.

Three numerical methods were considered for estimating X3 given Z, and R.. In what
follows, we identify k as a step-size parameter which must be chosen. To simplify the notation,
define

Il O -, (3 12)(9 X -Xv,

In order of increasing complexity, the methods considered are the steepest descent procedure

= Xj +k, gT R [z -h(,)] (3.13)

the Gauss procedure

),.H =X), +ki [117 R H] HiT R [Z -h(Xj)} (3.14)

and the Newton procedure

{HMtT2hi R -4 [Z h() ;)] (3.15)

,.,.H=Xki + ki T H, - M 3Z - hi(XjjR) 'X2.H~R -(.

Here the subscript i is the iteration index.
Newton's method was chosen for our use because it provides the most rapid conver-

gence in the vicinity of the minimum value of iLS. [13] Newton's method does entail more com-
putation than the other methods, but that is not a problem for us at this time.

We now derive the Newton procedure to see what assumptions are made. We start
with an initial estimate of X., which we call X ,, a vector of interfloat range and float depth
measurements Z., and a covariance matrix R.. We want to find a new estimate of X. which
reduces the value of the loss function identified in equation (3.9). First we use a Taylor series to
expand the loss function in the vicinity of Xif, keeping terms of order 2 or less in (X, -X).

() .) + _ O I (X -. ) + _L (X. _,)T [81(X) 1(X .
2 2 OX2  IX. =X .1

Necessary and sufficient conditions for the loss function to be minimized are that a 21laX2 is
positive definite and that the gradient of the loss function vanish. The gradient of (3.16) is

a- I'(A-) + 2 '1(X) (X. -X.) (3.17)
a0 a x + X ,4-Yl
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Defining

M g (3.18)
ax X. =

a21(X) a - L tT . -l 'Ia ' (3.19)
x .-. ax [ax X3o

and

A P. (3.20)

the requirement that (3.17) vanish may be written compactly:

g. + N. Pn = 0 (3.21)

g. and P, are vectors; N, is a matrix. g. and N. are calculated using X 3 . Equation (3.21) is
solved using the least squares method discussed below to obtain P.. We then substitute it into
(3.20) to obtain a new estimate of X..

(old) X. + P. A (new) X. (3.22)

We must now check our new value of n3 against some criterion and decide if it is a
satisfactory estimate of X.. The criterion used is discussed below. If Xn is satisfactory, we are
finished and can go ol to find an estimate for X.+,, the float positions at the time of the
(n + 1)th measurement. If it is not, we recalculate g. and N. using the new value of X., obtain
a new least squares solution for P., and obtain still a newer value of X. using (3.22). This pro-
cedure may be repeated until a satisfactory estimate of X. is found.

In summary, the estimate of X. is found from Z. and R. using the following steps:

Summary of Least Squares Procedure

Step 1: Pick )X.

Step 2: Determine if ). is a satisfactory estimate of
X,. If so, terminate the search, increment n
and go to Step 1. If not, go to Step 3.

Step 3: Calculate g. and N. using equations (3.18) and
(3.19) and obtain a least squares solution for
P3 .

Step 4: Calculate a new value for )X. using equation
(3.22) and return to Step 2
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Fixing the Coordinate System

We fix the coordinate system so that the origin lies at the surface directly above float
1, and float 2 lies in the xz plane. This is accomplished by specifying that the coordinates of
floats 1 and 2 in the initial estimate X. are such that float I is on the z axis and float 2 is in
the xz plane.

41 =YI' = = 0 (3.23)

Then P, is constrained such that

1 00

0 1 0
000

0 01 = 01

P!T 0 0 0 01 (3.24)

000

Since each new estimate X( is the sum of the old X, and P, the constraint (3.24) ensures that
equation (3.23) continues to be satisfied.

The Least Squares Solution for P,

Obtaining the least squares solution to (3.21) subject to the constraint (3.24) is accom-
plished using a method recommended by Lawson and Hanson. [14] We first derive an (N - 1) • 3
dimensional unconstrained least squares problem, solve the derived problem, and finally
transform the solution of the derived problem to obtain a solution to the original constrained
problem. The QR method, which involves repeated application of the Householder transforma-
tion, is used to solve the derived least squares problem.

Search Termination Criterion

The search termination criterion is used to decide if , is a satisfactory estimate of
X,. We specify that the search will stop when the mean magnitude of the residual changes by
less than 1 meter for 10 consecutive values of X.. The mean magnitude of the residual is

I z-h(X.)I
mean magnitude of the residual = I (3.25)

M

where M is the number of elements in the vector Z. When 10 consecutive vplues of (3.25)
change by less than 1 meter, we stop the search and accept the current value of X,.
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4. The Kalman Filter

The Kalman filter represents an attempt to obtain a better estimate of the float posi-
tions by taking advantage of additional information which may be available. This additional
information consists of:

a model of how the floats propagate through the water,

an estimate of the magnitude of the accelerations to which the floats are subjected
while they are deployed, and

an estimate of the variance of the error in the initial estimate of the float positions.

When these additional pieces of information are incorporated in the Kalman filter, it can per-
form better than the least squares filter under conditions which we will determine.

The form of the Kalman filter is

Here X, is the current estimate of the float positions and velocities. X-.I is the previous esti-
mate. The vectors Z, and h(4) X ,_) are unchanged from the definitions in (3.1) and (3.5),
respectively. The vector X. is now twice as long as it was in the least squares filter derivation
because it now includes float velocities as well 'as positions.

4) is called the transition matrix and it propagates the float positions forward in time.
K is called the Kalman gain matrix. Its magnitude determines how much the current float posi-
tion estimate is influenced by the current measurements as opposed to relying primarily upon
the previous estimate propagated forward in time.

There are many books and articles dealing with the Kalman filter. [15-20] The deriva-
tion given here closely follows Sorenson. [17]

We start with a model of the floats as they propagate through the ocean. For simpli-
city, consider for the moment only one float. Its position at time n is (x*, y', z") and its velo-
city components are (X*, y*, ?"). The position coordinates and velocity components are com-
bined into the vector X., called the state vector.

We model the float's movement through the water with the following linear difference equations:

, 2  R,,+ = , x

" 72 " = Yz 'IaT
y,-H = y" + ." T + a' 2x +-a

72

zM-' = zA + z" T + an z 1 =z + a'T (4.3)
2
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where T is the elapsed time between n and n + 1. The accelerations

[a, a. a] A AT (4.4)

are unknown, but have zero mean

E (A) =0 (4.5a)

and known covariance

E[A. AM]~Q 3 3  (4.5b)

Equation (4.5b) is part of the new information which is used by the Kalman alter but not by the
least squares filter. We define the transition matrix

1 0 0 T0 0
0 1 0 0 TO
00 10 0 T

(4.6)000 1 0 0
000 0 1 0
000 0 0 1

and

0 0
2

0 0
2

r 0 0 (4.7)

T 0 0
0 T 0
0 0 T

Using (4.6) and (4.7), we can combine equations (4.3) into one vector equation:

X.+ = 4 X. + P A. (4.8)

Equation (4.8) is referred to as the dynamic or plant equation or process. We can expand X., 4t,
and F so that equation (4.8) describes the motion of all of the floats. Equation (4.8) is a new
equation which was not used by the least squares filter and which will be incorporated into the
Kalman filter.

The exact value of the state at time 0 is unknown. However, we assume that its
expected value
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E (X0) = X 0  (4.9a)

and covariance matrix

Po 4 E [(x. -X 0 ) (X" -Xo)T (4.9b)

are known. Equation (4.9b) is also new information which is used by the Kalman filter.
The Kalman filter makes use of the plant equation (4.8) and the measurement equation

identified in (3.3). Our goal is to determine an estimate of X. which is a linear combination of
the estimate X.-q and the measurements Z. and which minimizes the expected value of the sum
of the squares of the errors in the estimate. That is,

E [(X. -2X 3 )T (X. -,)] is minimized (4.10)

The condition (4.10) is equivalent to minimizing the trace of P., the covariance of the estimate
error.

E [(X. -. Q T (X.- - .)J] = trace { E [(X. -X)(X. X)T}= trace P. (4.11)

We know that the state of the floats, that is their positions and velocities, evolves
according to (4.8). Because the accelerations A are mean zero, one would not expect them to
influence the state from one measurement to the next. Thus given X ,_., it is reasonable to
predict, in the absence of any measurement, that

X,. = 4 X'.- 4  (before any measurement) (4.12)

The measurement at time n can be used to modify this estimate. Based upon (4.12),one would
expect the ntA measurement to be h(4 .- 4). The difference between Z. and h(4 X.-4) is the
new information, sometimes called the innovation, contained in the measurement. We define the
estimate of X. to be

X, = XP . +K,[Z. - h(ID 'x-4)J (4.13)

where the matrix K. will be determined to satisfy the condition (4.10).

The error in )X3 is, using (4.13) and (3.3),

x: ak -x.

= 4 € + K,, [z. -h (, -X.
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+K. [ A(4 ,V x ) - h (, .,) + V.] (4.14)

We need to linearize h(X) in order to simplify (4.14). We can use a Taylor series to expand
h(X) about its nominal value, which we call X.

h(X) h h('I) + Oh(X)I (X -X') (4.15)

a x I X-X'

Using (4.15) to simplify h(D X.-) - h(4) ) .-), we get

h(-,) - h(X 3 ) h [(Al.) + ah(X) XA (X. - A".)J -h(k1 3.) + (hX) X t P,

h(A.) - h(X') + ah(X)
h hax xX (Xe.- )

ah(X) " (X,1 - A3 ) (4.16)
ax X,

It seems reasonable in light of (4.12) to choose for our nominal values
I ,v = X,. =€, d._,(4.17)

This reduces (4.16) to

h (X.)-h h() X .£

Putting this result into (4.14) yields

X~ 4X-K[ h(X)1XY. (D* .V.. a K. 9X -4'. ' X. + K. V.

4'X~~9 8h(X) I(D X. K. ax I * x =i. 4 X,. +K. V.

.,-Ka[ h(X  4) kJ.J , + K. V. (4.18)

G' ax IO 
",-I

Now we form the covariance of the estimate error

E [akX P (4.19)
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Putting (4.18) into (4.19), using (3.7), and assuming that X and V are uncorrelated, we can
eventually obtain [17]

P.= 1-K, ah(X) M. I-K. Oh(X) +K. R. K.T (4.20)

where we have identified

M _A 4P. qT+A rT (4.21)

To simplify the notation, define

H A 0h(X) (4.22)= OX x - ,

Then (4.20) can be written

P. = M, - K. H, M. M, HT KT + K, [H,, M. HT + R. ] K. (4.23)

The term (H. M. HT + R.) is symmetric and non-negative definite, so it can be written as the

product of a matrix S. and its transpose (i.e. a matrix square root).

S. SS.S H. M. HT + R (4.24)

Substituting (4.24) into (4.23) and postulating the existence of an array A in order to complete
the square, we obtain

P. =M, -K H. M. -M, HT K, +K.S. ST KT

=M, + K,,S, ST KT-K. S. AT -A. S. K. +A. AT

-K. H. M. -M. HT KT +K S. AT+A. S. K. -A. A T

M.+(K. S. -A,) (K. S -A.) +K[S. A TH, M.j[ 3 S~MHY4AA

Now define A. so that

S. A T-1. M. =0

or

A. =M. IIT(s-I)T (4.25)
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When S. is singular, the pseudo inverse S.1 is used instead of S;. Using (4.25), the error covari-
ance becomes

+T T
P., = M. + ( K. S. - A,) (f. S. -A. ) -A. AsY (4.26)

Only the product term of (4.26) involves K.. Tie product of a matrix and its transpose is
positive-definite. Thus the trace of P is minimized by choosing

K, S,, = A. (4.27)

The Kalman gain matrix is then

K. -- M. HI ($2-)rT S;-

-- M. I (S.r S") -

= M, H -T [113 M. H.T+ R. (4.28)

In terms of K., the covariance of the estimate error is

P, = M, - K, t, M, (4.29)

The matrix inversion lemma [17] may be used to rewrite K. in terms of the covariance matrix

K. -P n Hr Rn' (4.30)

where

P. =M. -M. Hn [InM. H.T + R.] H. M. (4.31)

Equations (4.13), (4.21), (4.30), and (4.31) comprise the Kalman filter estimator. In
summary, we obtain the estimate X. using the following steps:

Fixing the Coordinate System

We want the coordinate system to be fixed as in the least squares filter. To do this, we
specify

X)0 such that float I is on the z axis and has zero horizontal velocity, and float 2 is on
the zy plane and has zero velocity in the y direction;
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Summary of Kalman Filter Procedure

Step 1: Pick X 0 and P0 . Set n = 1. Go to step 4.

Step 2: Using (4.21), calculate the estimate error co-
variance before the measurement.

Step 3: Using (4.31), calculate the estimate error co-
variance after the measurement.

Step 4: Calculate h(4 k,) using (3.5) and H. using
(4.22).

Step 5: Calculate the Kalman gain using (4.30).

Step 6: Calculate the position and velocity estimates
using (4.13).

Step 7: Increment n and go to Step 2.

P0 such that the errors in the initial estimates of float l's z and y coordinate and velo-
city and the errors in the initial estimates of float 2's y coordinate and velocity are
known to be zero.

Q0 such that float 1 is known to experience zero horizontal acceleration and float 2 is
known to experience zero acceleration in the y direction.

5. Float Location Simulations

We now proceed to test the functioning of the travel time measurement processing dis-
cussed in Section 2 and programs implementing the least squares and Kalman filters derived in
Sections 3 and 4. Test cases are developed by simulating float motion on the computer and cal-
culating the distance between the floats at periodic intervals to simulate travel time measure-
ments. The measurements are then processed and fed to the filters. The resulting position esti-
mates are compared to the actual float positions. We calculate the rms position error for each
float and average over all of the floats to obtain a performance measure.

Figure 5 shows the steps taken to simulate travel time measurements. We first estab-
lish the initial float positions. Four different deployment geometries are simulated in order to
investigate their effect on filter performance. We then simulate float motion, propagating them
through space by applying mean-zero random accelerations in the horizontal directions and
oscillatory motion in the vertical direction, simulating the influence of internal waves in the
ocean. Our experience deploying and tracking Swallow floats in the ocean has given us a feel
for how much the floats can be expected to move horizontally when they are drifting freely and
the kind of vertical motion amplitudes and frequencies which can be expected to occur. We
increase the horizontal and vertical excitation (called process noise) in two simulations in order
to see its effect on filter performance.
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Simulated travel time measurements are derived from the float positions by calculating
the distance between each pair of floats anl( dividing by the speed of sound. Of course we must
introduce errors into the measurements in order to make the simulation realistic. We add errors
(usuafl. called measurement noise) to these measurements and delete a few points to simulate
data dropouts because they occasionally occur in real travel time measurements. The measure-
ment noise variance in two simulations was varied in order to determine its effect on filter per-
formance. No errors were introduced in the sound speed estimates.

The four float deployment geometries used ill the simulations are depicted in Figure 6.
Cases 1, 2 , 6 and 7 used our nornal Swallow float deployment configuration in which we deploy
3 floats to the ocean bottom (2000 meters in this case) and 5 (or more) floats to somewhere in
the water column (1000 meters depth in this case). The bottomed floats form a triangular base
for locating the freely drifting floats. The mid-water column floats form an approximately
planar array which is used to measure ambient ocean noise.

Case I establishes the baseline for evaluating how the filters respond to increased noise
or special deployment geometries. Roth the process and measurement noise are low in Case 1.
Cases 2, 6, and 7 test the filters' performance when the process and measurement noise are
increased. The process noise is raised by a factor of 100 in Cases 6 and 7. The measurement
noise is raised b) a factor of 2 in Cases 2 and 6.

Case 3 tests the filters' performance when the mid-water column floats drift out of the
net formed by the bottomed floats. The bottomed floats are the same as in Case 1, but the
planar array has been moved considerably outside the triangle formed by the bottomed floats.
Low process and measurement noise are used for this simulation.

Case 4 tests the effect of one of the bottomed floats failing. The remaining bottomed
floats and planar array are the same as in Case 1, and low process and measurement noise are
used.

Case 5 tests our localization capability when the mid-water column floats are deployed
in a vertical line array rather than a planar array. This geometry was used during the Sep-
tember 1987 experiment conducted in the Pacific Ocean approximately 260 miles west of Point
Conception, California. In this simulation, the three bottomed floats were put at about 4000
meters depth and 5 other floats were spaced between 700 and 2200 meters depth. Low process
and measurement noise were used for this simulation.

Table 5.1. Float Location Simulations.

Case Process Noise Measurement Noise I 'Lests the Effect of:

1 low low filter performance baseline
2 low high increased measurement noise
3 low low large array drift
4 low low losing a bottomed float
5 low low vertical line array
6 high high increased process noise
7 high low increased process and measurement noise.

The least squares filter requires an initial estimate of the float positions and the Kal-
man filter requires an initial estimate of the float positions and velocities. We used estimates
which were nearly identical to the actual float, positions and velocities for our simulations. This
was done in order to isolate their response t.o changes in process noise, measurement noise, or
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deployment geometry from problems associated with locking on to the float trajectories. Train-
ing the Kalman filter is a separate problem not addressed here.

The results of the simulations are summarized in Table 5.2 and plotted in Figures 7
and 8. Figure 7 compares the results of Cases 1, 2, 6 and 7 and shows the effects of increased
process and measurement noise. Figure 8 compares the results of Cases 1, 3, 4 and 5 and shows
the effect of different float deployment geometries.

Table 5.2. Summary of Float Location Simulation Results.

Average RMS Error, meters

Case Kalman Filter Least Squares Filter

1 0.9 1.4
2 1.6 2.9
3 07 1.4
4 0.8 1.5
5 1.2 2.3
6 1.7 1.7
7 2.3 2.7

Conclusions

The simulation results lead one to the following conclusions:

0 When the process and measurement noise are low, (Case 1), the error in the least

squares position estimate is about 50% greater than that in the Kalman filter estimate.

0 Increasing the process noise increases the error in the Kalman filter estimate but has
no effect on the least squares estimate. As the process noise increases, the Kalman
filter estimate error approaches the least squares estimate error. At sufficiently high
process noise, the two filters perform comparably.

0 When the process noise is low, increasing measurement noise has a stronger negative

effect on the least squares estimate error than on the Kalman filter estimate error.
This becomes less true as the process noise is increased.

0 Moving the mid-water column float array a large distance out of the triangle formed

by the bottomed floats does not appreciably affect either filters' performance.

0 When the mid-water column array remains within the triangle formed by the bottomed

floats, losing one of the bottomed floats does not appreciably affect either filters' per-
formance.

* Deploying the mid-water column floats in a vertical line array increases the error in
the Kalman and least square filter estimates by 30 and 50%, respectively. When the
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floats are stacked vertically, their interfloat ranges contain little information about
horizontal displacements, and the filters are forced to rely exclusively on ranges
between the mid-water column and bottomed floats to determine the x and y coordi-
nates of the drifting floats. The IKalman filter fairs somewhat better than the least
squares filter because of its ability to track the floats' motion.

6. Summary

We have evaluated a series of programs which process Swallow float travel time meas-
urements to produce Iloat position estimates. Simulations were run to compare the perfor-
mances of a Kalmnan filter and a least, squares estimator under several deployment geometries
and noise conditions. The Kalman filter performed better than the least squares filter under
every simulation in which the floats experienced small random accelerations (low process noise).
When the floats experience greater accelerations between measurements, the Kalman filter esti-
mate error increases and approaches that of the least squares estimator.

The Kalman filter functions better than the least squares filter in the presence of high
measurement noise when the process noise is low. This is because of its ability to track float
motion and effectively smooth noisy measurements. When both the process and measurement
noise are increased, the Kalman filter estimation error approaches that of the least squares
filter.

Both filters were found to be generally insensitive to changes in deployment geometry
which might have beeii expected to increase estimation error. This is in part because our simu-
lation did not include error in the average sound speed estimate, which would magnify errors in
long travel times. One geometry, in which the mid-water column floats were reconfigured from
a planar array to a vertical line array, did increase the estimation error in both filters,
apparently because it reduces information about horizontal float displacements.
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Figure 4. Processing Swallow float travel time measurements to estimate float positions.

simulated
Swallow nloa travel time

edge detector travel time
pulse arrivals measurements measurements

ore-step

lincar predictor

I
interpolate

measureents

cUifference average

between of

measurements measurements

mean square travel time

travel time

error estimate estimates

Kalma filer ISwallow float

or

least squares position fiHe

estimator

122



Figure 5. Simulating Swallow float travel time measurements.
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Figure 6. Swallow float localization simulations.

Cases 1.2. 6. and 7

5 element 6 element

planar array planar array

@ 1000 m. depth @ 1000 m. depth

* S1

T- 7 km ------- 7 km - - 6 km-H

bottomed floats at 2000 m. depth bottomed floats at 2000 m. depth

Case 4 Case5

5 element

planar array

@ 1000 m. depth

5 element
0 vertical array

• • extending from

700 to 2200 m.

t 7 km -1 t- 7 km

bottomed floats at 2000 m. depth bottomed floats at 4000 m. depth

124



Figure 7. Effect of Process and Measurement Noise

on Filter Performance
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APPENDIX D

Three-Dimensional Beamforming Results



Beomformer Output vs. Look Direction Angles
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Beomformer Output vs. Look Direction Rngles
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Beomformer Output vs. LooI. Direction Rngles
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Beomformer Ouftpuf vs. Loo< Dfrection Alngles
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Beomformer Output vs. Loo< Direction Alngles
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Beomformer Output vs. Look Direction AnglesI
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APPENDIX E

Geophone Cross-Correlation
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